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EXECUTIVE SUMMARY

The effects of gas marginal cost pricing on the demand for natural gas
and on changes in the capital and operating costs of gas distribution
utilities are important issues in the Public Utility Regulatory Policies
Act of 1978 (see PURPA: Section 306-Gas Utility Rate Design Proposals).
However, to base rates on marginal costs, it is first necessary to
confidently calculate these marginal costs. It is the purpose of this
study to provide data and methods for such cost calculations and for
designing rates based on these costs. 1In doing so, the study extends and
improves the results reported in a former report on the same subject.l

Several empirical statistical investigations of the structure of
various cost categories of gas distribution utilities, at the exclusion of
gas supply costs, are first presented. One stream of analyses focuses on
distribution plant (investment) costs at the community/local level, using
data gathered from six different distribution utilities. A new
specification for the cost model is used, significantly improving the
regression fits obtained in previous research. All the results confirm the
joint character of gas distribution plant costs and provide ready means to
estimate the corresponding marginal costs for the different sectoral
markets at the community/local level. The other stream of analyses, in
contrast, provides cost models based on data characterizing the whole
utility, and gathered from 119 U.S. gas distribution companies. Cost
models are developed for the major plant and operating costs categories,
with, as arguments, the utility's market characteristics, such as sectoral
sales and average customer sizes. Such cost functions can then be used to
develop marginal cost functions to calculate marginal costs for any market
mix and utility size.

Computerized and simplified approaches to the calculation of gas
marginal costs and to the formulation of marginal cost pricing policies are
then developed, with, as a2 major emphasis, the calculation of gas supply
marginal costs, accounting for the usual pipeline rate schedules that
involve demand charges and take-or-pay clauses in addition to commodity
charges. Extensions and improvements brought to the Gas Utility Marginal
Cost Pricing Model (GUMCPM) developed in previous research, and the results
of some applications of this new version to the East Ohio Gas Company, are
first presented. It is shown that a stable solution avoiding the
peak-shifting phenomenon may be obtained when applying marginal-cost—based
pricing policies involving the spreading of marginal distribution capacity
cost over several winter months, and that these pricing policies are
clearly superior to the average cost pricing policy, both in terms of load
structure and resource allocation efficiency. Second, a simplified

1y-M Guldmann, Marginal Cost Pricing for Gas Distribution Utilities:
Preliminary Analyses and Models. NRRI, Report No. 80-12, November 1980.
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approach to the calculation of marginal costs, which can be implemented
with a hand calculator, is developed. The calculation of transmission and
distribution capacity marginal costs is based on the assumed knowledge of
the utility's expansion plans. Probabilistic concepts are used to account
for peak-load occurrences, and a heuristic iterative procedure is applied
with data pertaining to the East Ohio Gas Company to calculate approximate
monthly supply marginal costs. A pricing strategy based on aggregated
on—-peak and off-peak marginal costs is outlined.
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CHAPTER 1

INTRODUCTION

The effects of gas marginal cost pricing on the demand for natural gas
and on changes in the capital and operating costs of gas distribution
utilities are important issues in the Public Utility Regulatory Policies
Act of 1978 (see PURPA: Section 306~Gas Utility Rate Design Proposals). To
comply with PURPA directives, the Economic Regulatory Administration at the
U.S. Department of Energy conducted the Gas Rate Design Study, with the

objective to evaluate alternative pricing policies at the distribution
level, including marginal cost pricing. Various state regulatory
commissions, in particular the New York Public Service Commission, have
expressed an interest in considering marginal costs in the ratemaking
process. However, to base rates on marginal costs, it is first necessary
to confidently calculate these marginal costs. It is the purpose of this
study to provide data and methods for such costs calculations and for
designing rates based on these costs. In doing so, it extends and improves

the results reported in a former study on the same subject.1

The report is organized into three parts. Part I (chapter 2) consists
of an extensive review of the most recent and relevant literature on
marginal cost pricing, and an analysis of the basic issues related to the
application of marginal cost pricing to natural gas distribution. Part II
(chapters 3 and 4) consists of several empirical investigations of the
structure of gas distribution costs. Chapter 3 focuses on distribution

investment costs at the urban/community level, using data gathered from six

ly.-M. Guldmann, Marginal Cost Pricing for Gas Distribution Utilities:
Preliminary Analyses and Models. NRRI, Report No. 80~12, November 1980.




different distribution utilities, and attempts to develop a generalized
distribution plant cost function. Chapter 4 focuses on investment and
operating costs aggregated at the level of the whole utility, using data
gathered from 119 utilities. The cost functions developed in Part II have,
as arguments, sectoral sales, and therefore the derivation of the marginal
costs corresponding toc marginal sales is straightforward. Part III
(chapters 5 and 6) describes two alternate approaches to the calculation of
marginal costs. Chapter 5 presents some extensions and improvements

brought to the Gas Utility Marginal Cost Pricing Model developed in the

former above-mentioned study. These extensions deal, in particular, with
alternative pricing schemes, where prices are based on (but not equal to)
marginal costs, and with a mechanism to adjust prices to satisfy the
revenue requirement consiraint., The model is applied with data from the
East Ohio Gas Company. Finally, chapter 6 presents a simplified approach
that can be implemented with a hand caleculator only. This approach is
based on the knowledge of the utility's expansion plans or of its past.
expansion pattern and costs, and on the use of probabilistic concepts to

account for peak-load occcurrences.



PART I

BASIC ISSUES IN GAS MARGINAL COST PRICING






CHAPTER 2
GENERAL PRINCIPLES

The purpose of this chapter is to set forth general principles on the
basis of which subsequent analysis can be built. The chapter 1s divided
into two parts: "Survey of the Literature" and "Basic Issues."” The
"Survey” begins with a statement of the rationale of marginal cost pricing
and, throughout the discussion of the literature, identifies specific
formulations later to be adopted in the analysis of issﬁes. The "Issues”
section takes that next step. Concepts of marginal cost are applied to
natural gas pricing problems at a general level, providing a framework for

more specific applications.

Survey of the Literature

Meaning and Intent of Marginal Cost Pricing

Marginal cost refers to the cost of expanding or contracting the rate
of output by one unit. The concept is equally applicable to all productive
activities in the economy, not natural gas alone, and not regulated
industriés alone. Marginal cost pricing is a necessary condition for
economy—-wide maximum economic efficiency (productivity) in all industries.
Economic efficiency, in turn, is defined as the maximization of consumer
satisfaction subject to the constraints of existing resources and

technology.



In perfectly competitive markets, price automatically adjusts to the
marginal cost level. This occurs because each supplier expands output to
the level where his incremental, or marginal, revenue received is just
sufficient to cover his incremental, or marginal, cost incurred. Such is
the nature of profit maximization. To expand output further would produce
marginal cost greater than marginal revenue, and hence lower profits. To

expand less would leave unexploited an opportunity to increase profits.

In perfectly competitive markets, a seller acting alone has no
influence on price. This means that sellers are price takers, as are
buyers. With prices determined in the market, the marginal revenue of each
unit sold is, of course, equal to the price of that unit. With marginal
cost equal to marginal revenue as a condition of ﬁrofit maximization and
marginal revenue equal to price as a result of competition, the equality of
marginal cost and price is automatically brought about. There is no need
for public policy to establish pricing rules in competitive markets. The
need, instead, is to assure that markets are competitive. Further discus-
sion of the theory of marginal cost pricing in relation to economy-wide
efficiency can be found in standard texts on the subject. For a classic

summary, see Samuelson [11, chapter 8}.

The same is not true in regulated utilities. For a variety of
reasons, public policy has substituted price (rate) regulation for the
market. Though regulation has not necessarily been imposed in the interest
of economic efficiency, the fact remains that competition among utilities,
.for example, gas distributors, would be difficult to achieve at the local
level. In place of competitive pricing, regulatory pricing holds sway.

The latter is typically governed by legal concepts, including rules of

equity, that have no necessary relation to efficiency.

The drive to introduce marginal costs in regulated utilities can be
interpreted as an attempt to temper traditional ratemaking with efficiency

pricing. This becomes the more important in energy industries as the real



(ad justed for inflation) costs of energy rise. Broadly speaking, effici-
ency is promoted when consumers face in the prices they pay the marginal
costs incurred by businesses to serve them. Consumers (buyers) bring their
subjective valuations of utility received from consumption into comparison
with marginal costs to society, as incurred on behalf of society by
producers (sellers). When prices are set at marginal costs, so as to make
this comparison possible, consumers by their choices signal which products
and which producers of these products best serve the end of consumer

utility maximization. Such is the nature of society-wide efficiency.

Problem of the Second Best

The question arises as to whether marginal cost pricing should be
adopted in some industries when it is known not to exist in others. Is any
good purpose served, one might ask, by forcing the natural gas industry to
adopt marginal cost pricing if a competing product, say, fuel oil, is not
priced on a marginal cost basis? (The example is purely hypothetical.)

The answer is "yes,” though the question was answered in the negative by
Lipsey and Lancaster {7] when the problem of the second best was first

raised many years ago.

Lipsey and Lancaster argued that the existence of divergence between
marginal costs and prices in any industry creates a false foundation on
which to calculate marginal costs in other industries., All industries
serve one another, so to speak. Fuel oil is used to produce equipment that
goes into natural gas production and natural gas is used to produce equip-
ment that goes into fuel o0il refining, and so on. An absence of marginal
cost pricing in one means that marginal costs in the other are not true
society-wide marginal costs. Since the two are in competition for sales to
households, changing one without changing the other does not lead to

society-~wide efficiency, according to Lipsey and Lancaster.



There are two reasons to objett to the Lipsey-Lanéaster argument.
First, we will never get elonomy-wide marginal tost priéing unless we start
somewhere. There may be problems in the transition, but it is a no-win
approa¢h to fail to take the neéessary steps, one at a time, if need be,
Moreover, ¢ompetitive market éonditions are approximated suffiéiently in
large settors of the elonomy so that the number of distortions to be

eliminated is relatively limited, as are thelr effeéts in the transition

protess.

The setond objeétion is still more persuasive. Davis and Whinston [5]
have identified ¢onditions in whiéh marginal &ost priéing is an unambiguous
gain for the eéonomy. The essenée of the Davis-Whinston ¢onélusions is
that wherever and whenever there are no &ross~effeéts due to séale in the
production or éonsumption of a good, marginal—-tost priding of that good is
not subject to the Lipsey-Lantaster objeétions. By no "¢ross—effelts due
to stale,” we mean that setond degree éross partial derivatives are zero,
For example, suppose that the produé¢tion function in an industry is
F(XjeoeXy) and the tonstraints on outputs are G{Xj...Xy) = O,

Then, if

o sk, 2.1)

¥ 1473,
axixj Bxixj

teéhnologital separability exists and an unambiguous inérease in edlonomi¢
effi¢ienty results from pricing any output at marginal ¢dost regardless of
priting prattiée for other outputs. For example if x and y are both

produted with the two inputs, labor, L, and éapital, C, and 1if all seéond
order &ross partial derivatives involving x and y are equal to zero, then
there are net gains to the etonomy from prit¢ing either x or y at marginal

tosts, no matter what the priéing praétile in y or x, respeétively.

Baumol and Bradford {1] identify priéing practites that are optimal

subject to constraints imposed on marginal tost pricing. The relevant



constraint for present purposes is the conventional fair-return-on-fair-
value floor on profitability. If not achieved with marginal cost pricing
in a regulated firm, Baumol and Bradford show that the next best
alternative is to set prices in such a way that the differences between
marginal costs and such prices is inversely proportional to the elasticity

of demand of the customers served. Thus,

/Pi - MCi\ n Pj - MCj\

= n. (z2.2)
P, ) \ P, }3

where:
P = price,
MC = marginal cost,
n = elasticity of demand,
1,j = types of service.

This has become known as the "inverse elasticity” rule. Practical

applications of the rule will be discussed in subsequent analysis.

Baumo 1-Bradford's derivation maximizes the sum of consumer's surplus

(CS) plus producer's surplus (PS):

p )
® o}
CS + PS = fD(p)dp +f S(p)dp , (2.3)
P (o]
(¢}

where:



p = price,
Po = equilibrium market prile,
D(p) = demand funetion,
S(p) = supply funétion.

Thus, marginal &ost priting subjeét to a lonstraint means getting maximum
total welfare in the &irtumstances. (In a perfeétly ¢ompetitive market,
there would be no profit tonstraint. Marginal &ost priéing would
automatitally produte a tompetitive level of profits.)

Fully Distributed Costs

The alternative to marginal &ost priting is generally some form of
fully distributed &ost (FDC) priéing. Braeutigam [2] defines FDC as the
sum of dirett &osts per unit plus shared eosts allodated to eath serviée
adtording to one of three well-spedified FDC rules: (1) the "relative
output” rule, in whith shared éosts are allotéated in proportion to a
physiéal measure of output suth as Mtf of gas or kWh of eleétridity; (2)
the "attributable é&ost” rule, in whiéh shared éosts are allocdated in
proportion to direétly attributable &osts; and (3) the "gross revenue”
rule, in whiéh shared Costs are allodéated atéording to gross revenues
derived from a servite. For eadéh rule, Braeutigam expresses implied
relationships between priées, tosts and outputs. Using the preteding
numbering system and for a2 benthmark zero level of prites, these

relationships are:

C
R\U-le‘ l; _j_ (2-4)
X,
]

. T.
Rules 2 and 3: L J (2.5)
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where:

C = tosts,

p = prite,

x = output,
i,j = servites,

Both of these results are different from the inverse elastifity rule given

in (1), above. Thus, none of the three FDC rules leads to a maximization

1.

h the same

e
e

of soéial welfare at the zero profit level. Braeutigam shows a
is true in general at any positive profit level. The extent of deviation

varies and &an be relatively great.

Braeutigam surveys the effeéts of FDC on entry where an unregulated
firm or industry (such as fuel o0il) is in tompetition with a regulated firm
or industry (su¢h as natural gas). As one would expeét, entry ¢onditions
are distorted as ¢ompared with pri¢ing by the inverse elastidéity rule.
Among other things, this implies that FDC inhibits effiéienty elsewhere in
the economy. Note that this &onclusion is based on statié ¢onsiderations
only. Uninhibited entry and effeétive &ompetition would doubtless also
have dynamic effects, parti¢ularly in promoting tethnologi¢al ¢hange.

Short vs Long Run Marginal Costs

The additional ¢ost inturred to expand the rate of ocutput by one unit,
or the &ost saved by éontratting the rate of output by one unit, depends on
the time period over whi¢h the expansion or &ontrattion takes place. The
short run is defined as a situation in whi¢h ¢apital investment is fixed.
Hente, in the short run, marginal &éost is determined by variable ¢osts
only. In the long run, however, investment, or &apital, tosts may alsoc be
expanded and marginal éosts required for the given expansion or ¢ontraétion

are tomposed of optimal éombinations of &apital and operating &osts.

In the usual neodlassiéal model, short run marginal &ost is greater

than long run marginal &ost. The reason is that, in the short run,

11



combining proportions of capital and operating inputs are not optimized.
Expansion or contraction of operating inputs is made in combination with a

fixed capital stock. Necessarily, more resources per unit of output at the

margin are required than when both capital and operating expenses are
simultaneously adjusted optimally in relation to one another. Note that we
are discussing rates of increase in costs at the margin, one for operating,
the other for capital costs., In optimal pricing, operating and capital
marginal costs are equated to price and to each other, per unit of output.
They are not added together, at least in the neoclassical model, with its
characteristic continuity of combining proportions. Different bases for
marginal costs are found, however, in the presence of discontinuities such

as examined below for the case of L-shaped production functions,

Short run marginal cost pricing leads to long run adjustments.
Assuming that an incremental increase in demand is fixed for the long run,
cost minimizing (profit maximizing) firms will soon choose the lesser cost
means of satisfying this demand: expand fixed investment just enough to
produce the optimal input combination of operating and capital (investment)
costs. The relevant marginal cost has become long run and has been reduced
accordingly. A completely symmetrical argument applies to contractions in

demand.

Whether adequate ("normal”) profits are received depends on the
aggregate return on capital. The above adjustment process might take place
with aggregate profits greater or less than normal. An indirect mechanism
in competitive industries assures that profits gravitate toward normal. If
above normal, more firms are attracted into the industry and the share of
the market (demand, as seen by any one firm) drops. This process continues
until profits on the average are driven back to normal. If below normal,
firms depart from the industry, in the long run, with opposite effects on

demand as seen by any one remaining member of the industry.

A special consideration in the case of natural gas, electric power and

certain other industries, especially utilities, is long term decreasing

12



costs, meaning that average total costs decline as firms (systems) get
larger, within the relevant size range. This is one characteristic of
businesses that are said to be "natural monopolies.” The firm that gets
large first within a given market area has a cost advantage stemming from
its size alone and need not engage in any form of restraint of trade to
monopolize. Now, from a strictly mathematical point of view, és long as
average costs are declining, marginal costs must be below average. Indeed,
one might say that it is the lower margin that brings the average down,

The implication is that in the presence of long run decreasing costs, the
margin will be below the average. It follows that prices based on long rumn
marginal costs will not cover average total costs. This is the reason that
the inverse elasticity rule takes on special significance for natural gas

distributors and other utilities.

The above logic applies only to long run marginal costs, since the
concept of size ("scale") involves long run adjustments. Short run
marginal cost pricing can lead to full coverage of average total costs, but

need not, depending on the level of demand.

Both short and long run marginal costs are relevant, depending on the
planning horizon over which adjustments are considered. For planning
horizons of less than one year, short run marginal costs (referred to later
as "marginal variable costs") describe the range of alternatives available
to the firm. For planning horizons long enough to retire a pilece of
capital equipment, long run marginal costs (referred to later as "marginal
capacity costs”) describe the situation. The short run tends to.merge to
the long run as the planning horizon lengthens. Exclusive use of either
the short or the long run is not recommended, though in most contexts
considered below, investment decisions are at issue, and hence long rum

marginal costs are used.

Neoclassical vs Step Production Functions

Implicit in most analyses of marginal cost pricing for both gas and

electricity is the assumption that production functions are L shaped.
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Thus, marginal tost variation over a diurnal or annual peak load éyéle is
viewed as a series of steps as shown in figure 2.1l. Eaéh step shows only
the level of operating é¢osts. The lowest éost is Cy, the next is Co,

and so on. Corresponding ¢apatity limits are Xy, X9, and so on,
respectively, Eaéh new sourée is brought on line when the limit of previous
éapatity is reathed. As tonteived in traditional analysis, marginal tosts
are trated by the €omposite of the L shaped funt¢tions, whith donstitute
the step funétion shown in figure 2.1. At peak, there is no limit on how
high marginal &osts ¢an go. Marginal &osts on the verti¢al line, at peak

and elsewhere, represent staréity values.

Figure 2.1 tan be extended or éontralted horizontally to represent
long run adjustments. The more éapital (Eapacity) of each technology, the
longer the step to whi&h that &apital applies.

Using a step funétion as shown in figure 2.1, Dansby [4] has developed
éonditions for optimal &apacity on eaeh step and for optimal priéing.
Consider é&apadity Conditions first. Dansby's model is for a series of

eleétri¢ plant tethnologies having the properties

O0<MC,< MC, < . . .<MC 2,
1 2 n’ (2.6
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Figure 2.1 L-shaped Production Functions
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where MC is the marginal operating ¢ost and B is the marginal &tapaéity
éost. In an optimally designed plant with a stationary annual load éurve

B, -~ B +1 = t, (MC,, , - MC.), (2.8)
3 | i it ]

1
where subséript j identifies the tethnology and ty is the length of time
that demand exteeds ecapac¢ity Kj, the plant ¢&apatity up to and inéluding
teéhnology type j. Equation (2.8) shows a balante between the differenée
in annual equipment tharges and thg differenée in annual operating éharges
for the same two teéhnologies with optimal &apadity assigned by teéhnology.
We shall illustrate the use of equation (2.8), replating time with annual
load fat¢tor, in seleéting optimal sourées of gas when there are both
¢tommodity ¢harges and demand &harges. The latter take the plate of B in

Dansby's formulation.

Dansby's optimal priting extends the traditional analysis to show that
welfare optimal off-peak prices are a ¢onvex ¢ombination of the marginal
operating ¢osts inéluded in whatever time period is relevant. More
specifically, eaéh &ost level is weighted by the frattion of total time
spent at that &ost level. Thus, 1f marginal ¢osts are &allulated at
monthly levels, as we shall ¢alé¢ulate them at a later point, and if it is
desired to get the implied marginal ¢ost for a six month period, this is
¢aléulated as the weighted (by months) average of marginal tosts for the
six months. On-peak prites indlude the same kind of &onvex ¢ombination of
operating expenses, plus a faétor that depends on marginal &apadity tost
and the total time on peak. Note that the optimal peak and off-peak prite
and &apatity levels are interdependent, sinte these varlables all influente

the quantity of gas tonsumed from eadh sourée.

Dansby's analysis is set in the tontext of optimal &hcite of equipment
(technologies) for electric power generation, though it has been reinter-
preted herein for gas supply. One important extension that will be made
herein is to in¢lude demand éharges. For the purpose of theoretital
distussion, demand ¢harges will be allowed to vary by the month or by the
year. With monthly demand é¢harges, the demand ¢harge eath month depends
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on the maximum demand that month, With yearly demand é&harges, it depends
on the maximum demand that year. Thus, demand ¢harges are not fixed like
¢tapacity tharges, though amounts taken on peak are subjet¢t to a &apadity
éonstraint. A linear programming model is used to bring all three
dimensions of gas pri¢ing to a &ommon basis: ¢ommodity, demand, and

investment &osts,

Figure 2.2 shows the implitations of neot¢lassical assumptions for
pri¢ing. An elaboration of the model is found in Panzar [8]. Instead of
following an L-shaped pattern, every point on eadh (short run) marginal
tost turve is produt¢ed by intreased variable inputs applied to fixed
inputs. There are four teéhnologies. The ¢umulative marginal ¢osts are
shown with each of the technologies brought on the line c¢onsetutively.
With demand at the indi¢ated level, prite is P4, and all of the
technologies are in use. The quantity from source #1 is Xj, from sourée

#2, X9, and so on.

Price
or
Cost,
$/MCF

Output, MCF

Figure 2,2 Neoclassical Production Functions
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Eath source is at the margin in figure 2.2, and hente priée Py
tontributes to the fixed &osts of eaéh sourée. This is the situation
destribed above under the heading "short vs long run” marginal ¢osts for
the neotélassital model. Capality does not have a fixed limit in figure
2.2, With long run marginal ¢tosts, there would be no point in
distinguishing the four teéhnologies. Investments would be added among the
four at each step in expanding ¢apacity in su¢h a way as to minimize total
¢osts. The slope of the long run marginal &ost furve would be less steep
than shown for the four short run marginal ¢osts taken together. It would

interseét demand below Py,

A step funttion suth as shown in figure 2.1, rather than neotlassital
produétion funt¢tions, will be used in later analysis of the applitation of
marginal &ost priding to natural gas, betause the former better deséribes
the ¢ase of a distributor purthasing gas under &ontraét with alternative
sourées. Neodlassilal funétions are introduted here to tie the present
distussion in with the general theory of marginal &ost priéing, as noted

under the last previous subheading.

Storage

A distin¢t set of optimization problems is introduéed by storage.
Pyatt [9] provides a general analysis suitable for either a single L-shaped
production funétion, as in Williamson [12], or for neot¢lassical produétion
functions. The specific ¢ase of a step funt¢tion such as used herein is not

di stussed.

For the purpose of our particular appliéation, it is most informative
to begin with Pyatt's neoclassical results. In his analysis, the

¢haratteristié equation for storage is derived as:

s[b(s,t) -~ a'(x)x] = O, (2.9)
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where (notation is amended to fit our use of the model for gas)

s = stocks (of gas) in storage,
t = time,
x = quantity (of gas from suppliers),
x = dx/dt,
a(x) = marginal cost of x (production function is A(X)),

b(s,t) = marginal cost of holding stocks.

Equation (2.9) states that either stocks are zero or

a'(x)x = b(s,t) . (2.10)

Equation (2.10) states that the marginal cost of gas is changing at the
same rate as the cost of storage. Taking the integral of both sides for a

time period v to T + 6 , it follows that:

T+6 ,
a{x(ri—@)] = a[x(’r)] + fb(s,t)dt. (2.11)
T
The amount a[x{(t)] is the marginal cost of an extra unit of gas at time T.

The integral on the right hand side is the marginal cost of storing this
unit from time T to T + . The left hand side is the marginal cost of an
extra unit of gas at time 1+6 . Thus, optimal storage consists in filling
(or depleting) storage in such a way as to incur no greater costs of
storage than of acquisition (at the margin). This implies that marginal
costs of gas supply will at all times be equal to marginal costs of (past)
supply plus storage to the current time. More specifically, there is never
any need to take account of the marginal costs of storage. The marginal

cost of supply always gives the same result.

The above is derived by Pyatt for the neoclassical case, but can be
readily adapted to step functions. The latter differ from the former only
in that they can impose discrete jumps on the increase in marginal cost

with volume. With optimal operations, gas will be withdrawn from storage
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only when doing so is cheaper than drawing the same amount from new supply.
It follows that the marginal cost of the latter will, in these circum=—
stances, be at least as great as gas from storage. Hence, at such times,

new supply defines marginal costs.

Now, consider the situation when gas is being put into storage.
Marginal costs are higher, in general, than they would be without the drain
on supply that is required to fill storage. But such marginal costs are
the correct ones to levy on current consumption since the opportunity cost
of current consumption is storage and higher valued consumption later.
Thus, no matter whether gas is being injected into or withdrawn from

storage, the proper marginal cost to use is that of contemporaneocus new

supply.

Stochastic Effects

Pervasive qualifications of traditional peak load pricing theory have

arisen from the introduction of stochastic considerations.

Early attention in the literature focused on random elements in
demand. Uncertainty was treated as both an additive and a multiplicative
factor. Rationing of output, when short of demand, was by a variety of
criteria: (1) to those with high willingness to pay; (2) to those with low
willingness to pay; and (3) by random selection. For the most recent

contribution in this tradition and references to earlier works, see Carlton

[3].

A recent analysis by Saving and DeVany [10] (referred to hereinafter
as SD) breaks new ground and serves as a basis for later recommendations,

below, in the application of marginal cost pricing.
The SD model establishes relationships among the four: reliability,

demand, supply, and output. Demand, of course, affects reliability insofar

as it exceeds or falls short of supply. But there is also an inverse
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effect: reliability affe¢ts demand. At any given prite, the less reliable
the serviée, the less demanded. 1In this respett, the value of reliability
is endogenous in market price. The inverse effeét is important in SD's

analysis.

Output depends on the lesser of supply and demand. When supply is
less than demand, rationing takes plate. SD do not éommit themselves to a
form of rationing but represent reliability simply as the expeéted value of

the fradétion of demand satisfied by supply.

SD derive first order tonditions for prite and &apacity in both

monopoly and perfeét &ompetition. Consider pritce. In monopoly

P, = MC. - w |—% | > (2.12)

where:

MC = marginal ¢ost,

P = full prige,

p = priée,

w = expeéted output,

i = index of time period.

In (2.12), eath time period is independent. Peak shifting is in&luded in
the SD analysis, but is omitted here in the interest of brevity. "Full
pric¢e” is adjusted market prite, as shown in (2.12), (2.13) and (2.14).

The second term on the right hand side of (2.12) is negative. The
partial derivative is affec¢cted by two phenomena: (1) eonventional downward
sloping marginal revenue; and (2) the effe¢t of priée reduction to &ompen-—

sate for reduled reliability with inéreased output.
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In perfect competition; optimal price is given by an analogous expression:

Pi = MCi + Wivi - T ¥ (2~l3)

where:

<
L]

unit value of reliability,
reliability.

[

In the competitive case, full price, Py, is given by the market at

Py =3 +vi(l - 81), (2.14)

and individual firms treat both 6; and pj as variables. Thus, it is
possible for price pj to vary among perfectly competitive firms, due to
variation in reliability. Reliability might be considered a quality
difference, though it is constrained by market-determined full price.
Since Py is market determined, peak shifting is not a problem for the
individual firm.

a6

In (2.13), the term vy {- is the value of the loss of relia-

ow,
i

bility that comes from adding one more unit of expected output; (38§4/0w;)
is negative. Thus, the second term on the right side of (2.13) is the
total cost of reliability to existing users and is endogenous to price. For
example, an increase in expected output simultaneously raises py in

(2.13) and offsets the increase in py with an increase of Gi in (2.14).
First order capacity conditions in the monopolistic and competitive

cases are related in exactly analogous ways. We report here only the SD

results for the competitive case:
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Tw,v, (38/3K) = =
bwyvy (B8/9K) = 3¢ (2.15)

The left hand side of (2.15) is the sum of values of the marginal
éontributions of éapital to reliability. Note that, in prinéiple, all
periods i are intluded in the summation. In praldtiée, the effeét of
inéremental &apital additions on reliability may be vanishingly small in

off-peak periods.

The signifitance of the Saving=-DeVany analysis for pratétital
appli¢ations of peak load pridéing is illustrated by figures 2.3 and 2.4,
adapted from their article. In both figures, the step funétion marginal
e¢ost turve from figure 2.1, above, provides a frame of referende. Figure
2.3 is ¢ompletely deterministié and the step funétion is the marginal éost
turve., Figure 2.4 introdutes stothasti¢ effeéts and a new turve,

MC + wv(3&8/3w), gives the relevant éosts., The step funétion is inéluded

for referenée only.

Consider, first, figure 2.3. There are two time periods, with outputs
Xj and X9, off-peak and on-peak respettively. Demand is shown by Wl'
and Wy in the torresponding periods. The symbols W; and W)y are meant
to suggest egpected values, though there is ¢omplete é&ertainty in figure
2.3, Prite py is above variable tosts., With long run equilibrium, it
tovers fixed ¢osts. Price py, however, tomes nowhere near fixed &osts.
These must be éovered in the peak period only. Figure 2.3 represents the

¢tonventional analysis in the absente of stoéhastic effetts.

The revised supply curve in figure 2.4 is the right hand side of equa-
tion (2.13), above. This may be thought of as a marginal &ost &urve &or-
rected for reliability ¢costs. The new demand éurves W{ and Wé appear
to the left of the original Wi and Wy (in figure 2.3) belause of the
effett of reliability on demand. Consistent with equation (2.15), above,
both periods experiente some reliability effelts and both would benefit
from expansion of ¢apacity. The shift is significantly greater for Wé
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than for'Wi betause reliability drops more at high than at low outputs,
The ¢ombined effe¢t of these ¢hanges is to lower peak pride and raise
off-peak price, the former more than the latter. In a long run equilibrium

ad justment, fixed éosts would be ¢overed by the &ombined total of prites.

A direlt applitation of prinéiples from the SD analysis is made later
in this chapter. Prices are interpreted to intlude endogenous reliability
values and to ¢reate, in the winter months, an upward sloping supply &urve
as in figure 2.4. In non-winter months, the probability of demand
exleeding supply is judged to be vanishingly small and is set at zero. The
effect of reliability on prite during the winter months is éaléulated
atéording to an assumed probability struéture, to be destribed at a later

point.

Basié Issues -

Previously des¢ribed printiples are made more speéifié to the
distribution of natural gas (indluding SNG, LNG) in the following analysis.
The object is to identify marginal éosts, whi¢h, by implitation, then
belome the basis for the prieing of gas to ultimate éonsumers. No attempt
is made to evaluate upstream (transmission) priéing prattiées. These are
taken as given. If, as, and when transmission priéing praétiles are
revised, it will be necessary to review the findings of the present

analysis to assure that they remain applilable.

Marginal &ost priting inherently assumes optimal allolations within
the firm. Atcordingly, the analysis is grounded on an optimization model
for gas supply. This model is an adaptation of the one developed in the
former study by J. M. Guldmann, [6, Ch. 4]. On&e supply &osts are
established, distribution &osts present no &omplexities of optimal &hoiée,
though planning for future &apacity requires attention to both stoéhastié

and stale effects, especially in the distribution system itself.
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The organization follows the three traditional cost categories—-
commodity, capacity and customer costs. Broadly speaking, costs that are
correlated with demand, or load volume, are classified as either commodity
or capacity costs. Those that are correlated with number of customers are
placed in the third category, customer costs, There are no other.
categories; these are comprehensive and mutually exclusive. Thus, marginal
cost analysis implies two part rates: customer cost and commodity-capacity
cost. As we shall see, there are interdependencies in commodity and

capacity costs,.

All of the interesting problems of cost—=finding are in the
commodity~capacity category. Very little need be said about customer cost,
Commodity and capacity costs are lumped together for two reasons. First
and most fundamentally, marginal cost pricing is interpreted herein (and in
most other utility studies) as long run marginal cost pricing. Secondly,
one of the interesting problems for marginal cost analysis is how to treat
demand charges paid to gas suppliers. Demand charges are midway between
fixed and variable costs. They have some of the attributes of each, as
shown below. Because demand charges are present, the distinction among

commodity, demand and investment costs becomes a matter of degree.

The analysis follows a progression from simple to complex
optimization. Commodity costs are given first attention, but optimal
supply choice cannot be made, even at the beginning, without considering
demand charges. To deal with these, a simple optimization model of
commodity and demand charges is derived with capacity held constant. This
“Simple Supply"” model establishes the basic principles of combined
commodity-demand charge optimization. It is probably the most important
single contribution of the present chapter. A method is described for hand

calculation of the "Simple Supply” model.

The next step involves the introduction of a series of special
commodity constraints and charges: purchased gas adjustment, winter
requirements charge, local supply constraints, storage and "take=-or-pay”
clauses. These complicate the analysis but do not introduce any new

principles into it.
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Then, investment costs are introduced and a method is devised for
spreading investment costs to allow for stochastiec effects. Different
kinds of stochastic effects are relevant for (1) distribution investment
and (2) supply investment. With distribution investment, stochastic growth
projected over the life of the distribution system gives a basis for what
is ¢alled herein "overdesign”. With supply investments, stochastic effects

are important only for the identification of peak load.

Finally, a comprehensive supply optimization model is developed. The
comprehensive model integrates commodity, demand and investment costs. It
also takes account of special commodity constraints and stochastic effects

for both demand and investment costs on peak.

The entire analysis is framed on a month-by-month basis and provides
for adjustment of marginal costs by the month. In point of fact, cost
variations take place over shorter periods of time. But, as shown in
Dansby [4], marginal costs over short periods of time can be represented by
the weighted average over longer periods. Accordingly, if it is found
desirable to set natural gas rates at marginal costs that hold over a
longer time than a month, further averaging can be imposed as described in

previous discuSsion of Dansby (see literature survey, above).

Optimal Combination of Commodity and Demand Costs

Commodity costs include: commodity charges paid to suppliers, whether
pipeline, LNG or SNG; commodity cost adjustmeﬁts, excises and recovery
charges applied to these; special components, such as winter requirements
charges or "take or pay"” charges; and other noncapacity costs correlated
with the volume of gas, such as some (but not all) maintenance costs. In
addition, if a distributor sells its own gas, production (but not capital)
costs of own gas are part of commodity costs. The costs of pressurizing
gas for storage are also commodity costs, but enter into marginal costs in

a special way, as shown below.
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Demand charges are surcharges based on peak day purchases and added to
commodity charges every day of the year. Contrast investment costs, where
design capacity establishes a fixed cost regardiess of peak volume. The
relevant peak for demand charges may be either annual or monthly. For the
sake of a more general analysis, monthly peaks are considered herein.

These can be converted to annual peaks simply by setting all twelve monthly

peaks at the maximum for the year.

A Simple Supply Example. The relation between commodity and demand

charges in an optimization model is illustrated by a simple example in

table 2.1. This example abstracts from the complication of special

TABLE 2.1

SIMPLE EXAMPLE OF SUPPLY OPTIMIZATION

Demand Total Total
Charge Annual Cost (§) Annual Cost (§)
Commodity  $/month 1 MMcf/Peak day 1MMcf/Peak day
Source Charge Peak MMcf/ 100% Annual Load 50% Annual Load
Number  $/MMcf day Factor#* Factor
(1) (2) (3 (4) (5)
1 1202.4 980 450,636 231,198
2 1009.2 1,860 390,678 206,499
3 787.0 2,500 317,255 173,628
4 1481.0 0 540,565 270,283
5 G621.1 14,398%% 336,202%%% 168,101 %%*%

Source: Author's ¢calculations

*Load factor is the ratio of actual quantity taken to the quantity that
would be taken if deliveries were at peak level for the same time
period.

**Investment cost of own production, annual equivalent annuilty rate with
30 year life, 12 percent interest rate. Annual equivalent has been
converted to monthly rate by dividing by 12.

#%%Based on commodity charge only.
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assessments, cost adjustments, correlated maintenance and other

complexities, all of which will be considered at a later point.

Figures in table 2.1 are assumed. The first three sources shown in
table 2.1 are intended to represent pipelines. The fourth could be
wellhead supply, to which no demand charge applies, and the fifth could be
own production. No change in investment is considered in table 2.1 and no
capacity charges for source #5 are included. These will be introduced at a

later point.

Table 2.1 shows in column (4) total annual costs for a supply of 1
MMcf/day, 100 percent locad factor, for each of the five sources. Numbers
in this column were obtained by multiplying corresponding commodity charges
in columm (2) by 365 and demand charges in column (3) by 12 and adding the
results together, except in the case of source #5, where the $336,202,
shown in column (4) represents commodity charges of $921.1 per MMcf
multiplied by 365. Totals in column (5) were obtained by multiplying the
commodity charges in (2) by 365 and then by 0.5. The result is added to
demand charges in colummn (3) multiplied by 12.

The least cost source for the 100Z load factor is #3. See column (4).
With a 50 percent load factor, the least cost source is #5, and for a load
factor approaching zero, the least cost source is either #4 or #5, since

both of these sources have no demand charge.

Now, consider the problem of choosing the optimal source as a function
of load factor. One might think of this problem as a matching of sources
to the load duration curve. General principles are easiest to illustrate
by considering first only the three pipeline sources and assuming unlimited
availability of all three. At 100 percent load factor, as we have seen,
source #3 is the least cost alternative. Among the first three sources, #1
is clearly least cost as the load factor approaches zero. Somewhere in
between, it would appear that #2 is the least cost source. But we shall

see that this is not the case.
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In order to determine at what load factor to substitute either source
#1 or #2 for #3, set up equations between #3 and each of the other sources
in which the load factor, LF, that equates total costs is the unknown. For

example in comparing sources #3 and #2:

1009.2 x 365LF + 1860 x 12 = 787 x 365LF + 2500 x 12 (2.16)

The solution is LF = 9.47%, meaning that source #3 should be employed in

the range 100 down to 9.47%, when the alternative is source #2. If the

same calculation is made with source #1 as the alternative to #3, the
result is LF = 12.03%. Thus, the shift should be from source #3 to source
#1 and not to #2, despite the better showing by #2 as compared with #1 in
column (4). Now, once the shift is to source #1, it is clear that there
will never be a shift to another source (among the first three), since none

of them have a lower demand charge.

Now, consider sources #4 and #5., It is easily shown that #4 will
never enter as a least cost alternative as long as #5 is available in
unlimited amounts. This follows from the presence of zero demand charges
for both #4 and #5, with lower commodity costs for #5. (For purposes of
analyzing variable costs, investment, or capacity cost, of #5 is ignored.)
As before, source #3 is least cost at 100% load factor. But #5 should be
the source used at load factors of 61.34% or less, as can be found by

solution of the equation
921.1 x 365LF = 787 x 365LF + 2500 x 12 ' (2.17)
Sources #1 and #2 would never be used.

It is informative to consider one more alternative. Suppose that
source #5 did mot exist, but #4 was available. Then, source #3 would be
used for all load factors from 100% down to 12.03%, when source #1 would
take over. But source #4 would take over from #1 when LF got down to

11.56%, as can be seen by solving the equatiom.

1481 x 365LF = 1202.4 x 365LF + 980 x 12 (2.18)
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Source #4 would be least cost for all load fattors below 11.56%, sinée it

has no demand ¢harge.

The last sequenée -- #3, #1, #4 -— illustrates two points. First, it
shows that there is no netessary limit to the number of sourtes that might
be optimal when ¢onsideration is given to the full range of possible load
factors. Second, it illustrates that the LF tal¢ulation must always be
made between (1) the sourée already optimal (#1 at 12.03%) and (2) whatever
source is considered as an alternative (#4 at load faétors less than
12.03%). Whether #4 &ould have superéeded #3 is irrelevant at load faitors
where #3 is not optimal. The situation is the same as that of

basis-shifting in linear programming.

Figure 2.5 illustrates the load factor analysis with a graph. Total
tosts of purchased gas from eath sourte are shown on the vertical axis and
load factors, on the horizontal axis. Sourte numbers are given for eac¢h
line, plus one new source, #6, to be explained below. The values on the
vertital axis are set for a peak purthase of 1 MMCf. Thus, the left hand
intercepts are demand charges for 1 MMCf. The lines are neédessarily
straight, with slopes equal to éommodity tharges for IMMCf. The equation

of each line is:

TC = CCx365LF + DC = CC(ED) + DC, (2.19)
with:
d(TC) _ cc, o (2.20)
d(ED)
where:
CC = commodity ¢harge, $/MMCE,
DC = demand ¢harge, $/MMCf on peak days,
ED = equivalent days, 365LF,
TC = total tost, $/yr. for the source tonsidered.
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Figure 2.5 Source Cost by Load Factor

Equation (2.20) shows the slope equal to the éoﬁmodity tharge. The tontept
of equivalent days is introduted for later use in translating from load
faétors to load duration. ED is the number of days at peak load that
éorresponds to whatever the annual load faltor is. Thus, if the load
fattor is 30%, than ED = 365 x 0,30 = 109.5 equivalent days.

Intersettions of the sourée lines in figure 2.5 inditate switéh-over

points, as deséribed in previous diséussion.

Generalization of the Example. The preteding analysis &an be

generalized and made the basis for a simple hand taléulated method of
optimization.

Assume, for the moment, that all five of the sourfes are needed on
peak to the full extent of thelr individual &apatities, or load limits.
With this assumption, demand ¢éharges are fixed and the optimization problem
redutes to that of minimizing &ommodity é&harges. These, in turn, are
minimized by always bringing on the line the sourées in inéreasing order of
their ¢ommodity ¢harges. The sourte with the lowest tommodity éharge would

be used first, the next lowest, selond, and so on. Eaéh sourte would be
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used to its full capacity (or load limit) before the next is introduéed.
The effect is to order annual load factors inversely with tommodity ¢harges

by source.

Figure 2.6 shows this being done with a load duration ¢urve based on
expetcted values for the year to whi¢h the optimization applies. Horizontal
lines show cumulative éapacity limits of sourtces. The sourte (#3) with the
lowest ¢tommodity charge has the highest load faétor. Source #5 has the
next highest. These results are consistent with previous analysis and with
figure 2.5. Other sourtes are brought in betause they are needed on peak.
These sources are "dominated” in that they do not appear on the low lost
frontier in figure 2.5. But ¢apacity limits on #3 and #5 make the use of
other sources essential. Dominated sources are also assigned load factors

ordered inversely with their tommodity tharges.

Sourte #6 has been added to figure 2.5 to make the point that
commodity charges are the only thing that determine relative ordering on a
load duration curve. Sourée #6 is sourte #5 with an investment ¢ost of
§172,776 per year (12 x $14,398). 1If it were neéessary to expand sourte #5
betause of peak demand, the effeét would be to substitute sourée #6 in
place of #5. But nothing in figure 2.6 would be changed. It would be best
to use sourte #6 exaétly as #5 has been used betause of its relatively low

commodity charge ($921 per MMef).

#4

#1

MMc f
per #2

Day
#5 \\\

# \\\

0 10 20 30 40 50 60 70 80 30 100

0 - Days 365

Figure 2.6 Load Duration
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Now, return to the &ase where the total &apacity of sourées #1 through
#5 exattly satisfies peak demand. In this &ase, all that need be done to
find optimal supply is to bring on the line eaéh day the sourées in order
given vertilally in figure 2.6, reading from bottom to top. The total
supply in any particular day of the 365 is the height of the load duration
éurve on that day. But it is not netessary to know whiéh day is whiéh,

because the vertital order of sourées is the same on all days.

Some adjustments need be made 1f the supply &apaéity does not exaétly
matéh peak demand. Here, we may think of &hanging supply éapaéities,
either adding more &dapacity (without &hanging the &ommodity &harge) or
reduting &éapadity. Indeed, it would be desirable to inérease #3 at the
expense of others, as we have seen. The rule for expanding or fontraéting

sourde &apaéities is readily derived. Thus, for any one sourée:

TC = [CC(days) + DC](SC)

(2.21)
d(TC
5—%3-5} = [CC(days) + DC] + (CC) (SC)%%%)Q (2.22)

where SC stands for sourée ¢apatity., Equation (2.21) is equation (2.19)
generalized to allow for inéreases and deéreases in sourée &apality, or
load limits, among sourées, Equation (2.22) shows the marginal dost of
adding another unit of tapadity, whiéh is the sum of the two terms on the
right hand side. The first term represents the reétangular settion of the
area in an upward or downward movement of one of the lines in figure 2.6.
The setond term takes account of the é&hange in the number of days attending
any suth movement. The derivative d(days)/d(SC) is the slope of the load

duration éurve at whatever point we happen to be and is negative.
When new supply is being added, bring in the sourte for whit¢h

d(TC)/d(SC) is smallest. When supply is being &ontradted, get rid of the
sourée for whi¢h d(TC)/d(SC) is largest. If one sourée &an be expanded at
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the expense of another, substitute a lower cost for a higher cost., In
general, an optimal adjustment of capacity will proceed to the point where

all sources have the same (low) value of d(TC)/d(SC).

Marginal cost, in this analysis, is the greateét commodity cost of the
sources in use on any given day, except for peak day. On the peak day, it
is the demand charge of the source that would be curtailed, plus the
commodity charge of the same. To see that this is the case, pose the
question: "What costs could be saved by a marginal reduction in demand?”
Only on peak would any of the demand charges be reduced. The radical jump
in marginal cost on peak follows from the assumed deterministic character
of the optimization. In later analysis, we shall show that peak costs are
spread by stochastic considerations, but no other essential attributes of

the analysis are changed.

Linear Programming Generalization. To pave the way for later

analysis, the foregoing is expressed as a linear programming problem that
is formulated in table 2.2. The purpose is to identify the structure of
combined commodity and demand charge optimization. It is not to set up a

P |

full scale optimization model. That last purpose is served by table 2.4,

Table 2.2 is oversimplified in that it does not include all of the
constraints later to be used in table 2.4. Tt is also oversimplified in
that demand charges are assumed to apply independently to the separated
individual peak days in each month, rather than to a single yearly demand
peak., The structure of the optimization must be changed if the single
yearly demand peak is used. As with table 2.1, there is no capacity
expansion taken into account in table 2.2. That, also, must await full

scale optimization, in table 2.4.

With these interpretations in mind, refer to table 2.2. The objective
function states that costs shown in table 2.1 are to be minimized over a
one year period. No variables appear in the objective function for SP4 and

SP5 since these sources have no demand charges. Constraints (1), (2) and
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TABLE 2.2

OPTIMIZATION OF TABLE 2,1 SOURCES (NO CAPACITY CHARGES)

(All summations are over 12 months)

Min ICCl - SClp + IDCL * SPl, + ICC2 * SC2 + IDCZ * SP2y, + ICC3 * SC3y + IDC3 + SP3; + ICC4 - SChy

+ ICC5 * SC5q

CCy Commodity charge, source 1, §/Mcf

DCy: Demand charge, source i, $/MMcf on peak day

LPy: Limit on peak MMcf per day, source i

N: Number of days in month

S5C4t Quantity of gas from source i, MMcf

SPy: Peak quantity of gas from source i, MMcf on peak day
DGMT: Total commodity demanded, MMcf per month
DAYMAXR:Peak demand, MMcf on peak day of each month

Subscript 1: sources 1-5
Subscript m: months 1-12

Source: Author's formulation

(1 ISCly < Lcl
(2) SPlp < LPl
(3) SCly ~-NpSPiy <0

(4) ISC2y < LG
(5) SP2y < Lpy
(6) SC2p ~NpSP2q, <0

)] ISC3y, < Les
(8) SP3p < Lp3
9 5C3, ~NySP3y , <0

(10) ESChg < LC4
an SP4y < Lp4
(12) SChy  =NySP4y <0
(13) ISC5m < LGS
(14) ’ SP5, < LPS
(15) SCSy -N_SP5 <o

(16) SCly 5C2y, SC3, SChy SCS5y = DGHMTy,
an SPly SP2, SP3, SPhy SPS, = DAYMAX;
(18) SCy, SPy >0

(19 ILCy > £ DGMIy,
(20) ILPy > DAYMAX;
Nomenclature



(3) apply to source #l. Constraint (1) imposes whatever limit exists oﬁ
annual purchases from source #l. Constraint (2) represents the capacity
(peak) limit on daily rate of use of source #l. Constraint (3) ties
commodity and peak purchases together. Tt i1s necessary that any increase
in SCl, made in the process of finding the optimal solution be matched
With at least as great an increase in maximum (peak daily) use of source
#1. The same interpretations apply to corresponding constraints for each

of the other five sources.

Constraint (16) sets the load requirements, month-by-month, for the
five soﬁrcesa Constraint (17) sets the flow rate limitations for all
sources. Necessarily, the peak day will be the same for all sources in a
given month. This follows logically from the requirements of cost
minimization. TIf the peaks of different sources were on different days,
the total of all demand charges would be greater. Constraint (18) is the

conventional nonnegativity requirement.

Constraints (19) and (20) are feasibility requirements. These are
necessary only because fixed capacity is assumed in tabie 2.2. Before
undertaking to solve the system (1) through (18), a quick calculation (by
hand, if convenient) should be made to assure that the total commodity
availability is sufficient for the load, as in (19). It is also necessary
that the peak requirement be available each month, as in (20) and (17)
combined. If either of these two feasibility requirements cannot be met,
then the problem cannot be solved. It is necessary to make some
ad justments. For example, assume that the peak requirement is exceeded in
some months. A possible solution would be to impose curtailments on some
peak users in these months, as necessary to get a feasible load. Whether
this alternative is realistic would depend, of course, on how great the
curtailments might be. The other alternative is to expand capacity, either
on peak or total. This might be done in many ways. A new source might be
added via a contract with a supplier. A supplemental purchase gas
agreement might be made with an existing supplier. In the case of either

of these alternatives, new costs would enter the objective function and the

36



addition should be treated as a new source, whether or not from an existing
supplier. Still another alternative would be to expand own supply capacity
(source #5) or add storage. Both of these last two alternatives take us

beyond the scope of the model shown in table 2.2. Necessary adjustments to

take them into account are discussed at various points below.

An alternative way of thinking of the optimization process is as
follows: Sources with relatively low demand charges have the advantage at
peak times. Sources with relatively low commodity charges have the
advantage at other times. An optimum is found when these properties are
reconciled, subject to the 100% load factor comstraints given by

constraints (3), (6), (9), (i2), and (15) in table 2.2.

Finally, we come to the identification of marginal costs. Marginal
commodity costs per MMCf are found as the difference in the objective
function due to an expansion or a contraction in commodity demand, DGMTy
in (16) by 1 MMcf. Marginal peak costs per MMcf on a peak day are found by
expansion or contraction of DAYMAX, by 1 MMcf on a peak day. These two
marginal costs are independent if the changes are independent. If changes
are made simultaneous to DGMTm and DAYMAXm, the change in the objective
function is the marginal variable cost of the combined changes. It is not
appropriate to add the independent changes together. Rather, bring both
changes into (16) and (17) simultaneously if marginal variable costs are to
be found. Those costs are by months. If marginal costs for the year are
desired, take the average of marginal costs by months, weighted by
DGMTm and DAYMAXm for each month,

In general, only one source expands (or contracts) and the CC for this
source, such as shown in column (2) of table 2.1, is the marginal commodity
cost. The analysis in table 2.2 is necessary in order to identify which
source it is, unless, of course, one knows that limits can be ignored and
the simpler calculations made above in table 2.1 can be used to get the

answevr.,
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To illustrate the use of table 2.1 for this purpose, assume that we
know that any expansion in DGMTm will be met by source #3. Then the
marginal commodity cost is $787: per MMcf (see table 2.1). We do know
that source #3 will be the one expanded (or contracted) if the unit
expansion (or contraction) of DGMT, is of loads having load factors
greater than 61.347 (see previous analysis) and there is no limit on the

amount of source #3 available.

Special Commodity Constraints

A series of special commodity constraints must be introduced to bring
the above principles into the usual context of optimization as seen by a

gas distributor.

Purchased Gas Adjustment. The first complication of the

above-described "simple supply” example is for purchased gas adjustments.
These are easily included in the objective function of table 2.2, as long
as introduced a month at a time, Instead of a constant CCi, the commodity
charge can become a different amount each month, reflecting purchased gas
ad justments. For purposes of optimization, the full year's schedule of

adjusted CCi, should be listed in advance.

Winter Requirements Charge. The winter requirements charge is

basically no more than a winter excise added to the commodity charge. It
is generally calculated as a dollar amount per MMcf sold during winter
months; which are defined as November through March, or months 8 through

12. (Numbering of months begins with April = 1).

One method of assessing the winter requirements charge is to calculate
it on the basis of the preceding winter's consumption, then to spread it
over all twelve months of the current year in commodity charges to
customers. This method is inconsistent with marginal cost pricing and
should not be used. Whether or not the distributor is forced by the

supplier to pay over twelve months, customers should pay only in the winter
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months, since this is the time of year to which the charge applies. Even
more important, the winter requirements charge should be based on this
vear's winter consumption, not last year's. The point of marginal cost
pricing is to present consumers with the economy=-wide costs incurred on
their behalf., If these costs are too high, consumers reduce consumption
and the resources are not used. Obviously, it is this year's winter costs,

not last year's, that ave relevant for consumption adjustments.

The winter requirements charge should be added to commodity costs
during the winter months in exactly the same way that the purchased gas
adjustment is added. As noted above, each month enters the objective
function in table 2.2 separately. No problem is created by having the
commodity charges for the winter months higher than for other months.

Local supply constraints. There may be circumstances in which a

distributor is required by a regulatory body to purthase a certain minimum
share of natural gas from a particular source. Thus, Guldmann {6, p. 101]
feports that the East Ohio Gas Company is required to get at least a
certain minimum fraction of its gas from its own wells in the state of
Ohio. Such a requirement interferes with the free choice of least cost
sources in accordance with table 2.2. But no analytical problems are
created. All that need be done is to add a constraint specifying the
necessary purchase restriction, as will be illustrated in table 2.4, below.
Marginal costs are almost inevitably raised by such restrictions, since the
restriction would be unnecessary 1f the distributor would be guided by a
cost minimizatioh model, to purchase the spetified amount from the local

supply source.

Storage. The advantage of storage arises, of course, from the
opportunity it offers to reduce fluctuations in the time profile of gas

purchases. Low-cost gas in off-peak months is substituted for high=-cost

gas in peak months.,

For the sake of present discussion, conmsider the variable costs of

storage only. Capacity costs of storage will be introduced later.
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Variable costs include compression for injection into storage, annual
losses of natural gas from storage, carrying costs of the variable
component of inventory and other operation and maintenance costs, to the

extent these are correlated with commodity flows into and out of storage.

With storage capacity given, total costs of natural gas are reduced as
long as the variable cost (commodity plus peak) of inputs to storage are no
greater than the variable cost (commodity plus peak) of whatever source is
displaced by storage withdrawals. Thus, the difference between the
variable cost of input and the variable cost of the source displaced by
withdrawal is at least as great as the variable cost of storage per MMcf in

an economically efficient system.

It is important not to count the variable cost of storage in the
marginal cost of gas. Pyatt [9] argues that in off-season months, gas
purchased for delivery to storage raises the price of gas for current
consumption. But the higher cost of gas is the proper marginal cost of
current consumption, simply because the opportunity cost of consumption is
storage. Thus, during the period that gas is being injected into storage,
the proper marginal variable cost to reflect in price for current

consumption is based on current purchase price,

In on-season (on-peak) months, when gas is being withdrawn from
storage, the erstwhile higher costs of gas (in the absence of storage) are
not incurred. Instead, gas from storage that was purchased at prices lower
than the sources then current is in use. Thus, the sources that are being
drawn upon are marginal in that they are higher cost than storége and would
be the first curtailed if load during the peak months should drop. Hence,
once again, the sources currently in use establish marginal variable cost,
Theoretically, that gas would not have been put in storage in the first

place if doing so had not been less expensive than direct purchase.
To gummarize: marginal variable cost is found as before. It is the

highest cost source of supply, whether or not storage is in use. Variable

costs of storage do not enter into marginal variable cost.
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It is still necessary, however, to enter the calculus of storage into
our optimization model. Otherwise, the effects of storage on the time
profile of purchases, and hence on marginal costs of purchased gas, would
not be taken into account., The way storage enters into the model is shown
below in table 2.4.

"Take—-or—-Pay" Clauses. Take—or—pay clauses require that the

distributor pay a minimum fraction of the monthly load limit, LCi, whether
or not the amount paid for is actually taken. Obviously, such a
requirement increases the desirability of storage. If the situation arises
in which the distributor would, in the absence of sufficient storage, have
to pay for gas not taken, then that gas has a zero marginal cost to the
distributor. Whatever the cost of increasing storage capacity, that cost
will be ¢ompared with a greater gain from storage with the take-or-pay

clause than without it,

Present discussion, however, takes capacity as given, including
storage capacity. In this case, circumstances in which the distributor
would have to pay without taking cannot be ruled out. When a take-or=-pay
clause is activated, the marginal cost of gas is literally zero (to the
distributor, though not to society). The distributor's losses would be
reduced by selling the gas at any price, down to zero, and this is, indeed,
the efficient thing for the distributor to do., To see that marginal
variable cost is zero, expand DGMT, and/or DAYMAX  in these
circumstances. If the gas is already paid for, no variable cost is incurred

to take it.

Appropriate constraints can be introduced in the optimization model,
as shown in table 2.4, below. Once this model is adjusted for cost
minimization with "take-or—pay” an integral part of it, other marginal
costs in other months and other sources are likely to be greater than in
the absence of the take-or—pay restriction, simply because any such
restriction changes the results from what they would otherwise have been,

i.e. from erstwhile least cost. Consumers at one time or another, perhaps
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of f-peak as well as on-peak, will incur higher marginal costs and hence
higher prices. One expects that peak consumers are most often responsible
for circumstances leading to activation of a take-or-pay clause, but it
could be a decline in off-peak as easily as an increase in on-peak demand
~that leads to the result. All we can say in general is that costs fo the
distributor are produced by the consumers' actual load profile as compared
with the suppliers' desired load profile. The optimization model
automatically imputes marginal costs if the optima before and after

introduction of a take-or-pay clause are compared.

Interruption of Service., It is just as possible that not enough will

be available, and that service will be interrupted, as that too much gas
will be available, and a take-or-pay clause will be activitated. Either
might take place by design with a perfectly predictable and deterministic
load. The logic of cost minimization does not preclude deliberate design
for payment without taking, nor does it preclude deliberate curtailment in
the absence of adequate capacity{ Even in the long run, when capacity

ad justments can take place, marginal peak costs, for example, might exceed
customers' willingness to pay. The situation calls for distinctions amongv

customers as to quality of service.

Stated differently, it 1s entirely appropriate to distinguish marginal
costs among customers if the quality of service they receive is different.
Thus, marginal peak costs are incurred more for customers with claims to
noninterruptible service. If information 1s available on willingness to
pay for peak service, or conversely, on willingness to atcept interruptible
service for a price, then this information can be used to assign to one
customer t¢lass or another marginal peak costs. Two cautions should be
noted. First, interruptions must actually take place regularly on peak to
assure the validity of whatever information is used. Second, curtailment
prioritiés set up by regulation do not, in themselves, give information on
the value of service. These should be ignored in cost allocations. . The’
best evidence for determining marginal costs would be based on observed

willingness to pay or to sustain interruptions for a price.
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The relevant calculation would proceed in the following way. Suppose
that a class of interruptible service is set up and the distributor cuts
off service (with notification) to all customers taking this service
wherever load exceeds amount X. Then, the only peak charges assignable to
interruptible customers when an interruption takes place are based on
marginal peak costs at X. If load X is exceeded on nonpeak days as well,
then marginal commodity costs assignable to interruptible service are based
on load X on those days, when they occur. Marginal variable costs

applicable to non-interruptible customers are unaffected.

Stochastic Effects. Analysis of marginal variable cost has proceeded

to the present point on the basis of assumed predictible and deterministic
loads. In point of fact, of course, the future is uncertain and loads can
be predicted only with some approximation. Indeed, it 1s stochastic
effects that often give rise to activation of a take-or-—pay clause or an

interruption of service.

For purposes of the analysis of marginal wvariable cost, however, no
special consideration need be given to the problem. Historic load patterns
already include within them historic reactions to uncertainty, though, of
course, at historic prices. See previous discussion of the Saving-DeVany
analysis [10], in which reliability is a component of market price. True
marginal costs in these circumstances include costs of reliability, as
shown by equation (2.13), above. It follows that any prices based on
marginal costs in the future, as derived herein, will also implicitly take
account of reaction to risk or reliability value, and no explicit finding

of such value need bée made.

This is not to say, however, that stochastic effects can be ignored.
We shall find, below, that uncertainty as to the actual time of otcurrence
of a peak day and the magnitude of demand on that day make desirable the
use of statistical concepts in the imputation of peak costs among calendar

dates.
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Capatity Costs

Capacity ¢osts include all return on fixed investment, depreéiation on
fixed investment, earrying éosts on gas in the storage &éushion, property
taxes and insurante on property. Alsc intluded in éapadity losts are
¢apatéity maintenanée &fosts, overhead and administration éosts, insofar as
these are more ¢losely torrelated in the long run with volume of gas
delivered than with number of ¢tustomers. Capality costs in the latter

tategory are treated as part of éustomer ¢osts,.

Marginal ¢apacity ¢ost is the ¢ost of enlarging &apadity by a small,
or marginal, in&rement. Capafity is a stotk &onéept, but must be éonverted
to a flow tonéept in order to be treated in the same éontext as marginal
variable &ost. This is done by multiplying ¢apital investment by the

"eapital recovery factor”

CRF = r (2.23)
1 -+ r)—n

where r is the rate of interest and n is the number of years over whiéh
amortization takes place. The result will be referred to hereinafter as
the "annual equivalent” of an investment. In¢luded in the annual

equivalent are both depreciation and interest tosts,.

Marginal tapatity tosts ¢ontinue over the life of the same &apatity as
long as demand is great enough, as defined under the next subheading. If
demand does not hold up to the necessary level, as there defined, marginal
Sapatity éost tan fall to zero. In this respeét, ﬁargihal tapatéity tost

has the same signifitéante for regulated as forvunregulated industries.

The "Overdesign” Conéept. There are éirtumstanées in whi¢h apparent

overdesign of &tapatity is justifiable. Suth &iréumstances do not extend to
all gas distributor investments but intlude enough of them to warrant

spetial éonsideration.
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Two effects are relevant in producing overdesign: (1) stochastic

effects and (2) expansion allowances.

Stochastic effects arise from year to year variations in demand and
from normal breakdowns in the supply chain, but not from systematic biases
in either of these. Corporate planners are expected to anticipate any of
the latter. Because of stochastic variations, it is necessary to
overdesign in order to achieve a certain level of reliability. If design
were only for the expected value of demand, there would be supply
interruptions half the time, on the average. With design for some higher
level of reliability, it is appropriate that this be the capacity measure,

not the expected value of demand.

Expansion allowances similarly lead to overdesign in relation to
actual realized demand. Future demand over the life of an installation is
never known with precision. The least-cost method of achieving a future
target capacity is often to overbuild in the first instance, on the ground
that subsequent expansions would be exteedingly expensive if made
piecemeal. The classic example is the pipeline in the ground. It costs
very little more to install a larger diameter line at time of initial
investment, but much more to inmstall a parallel line or dig up and replace

the first at a later date,

The economic calculation consists in balancing (1) the certain
increase in cost from overdesigning today against (2) the (discounted)
actuarial value of the least cost way of expanding the same plant tomorrow,
assuming it were not overdesigned today. Note that we are here talking
about another concept of stochastic variation, in this case, derived from
the difficulty of predicting load growth., With scale effects being what
they are in natural gas distribution, it is likely that overdesign can be

justified to rather significant levels,
In order to determine the extent of overdesign, multiply the

stochastic and expansion fatctors together. This gives the capacity that

corresponds to a given current expected demand. Thus, if stochastic
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‘effects call for a capacity increase of 1,25 times and the expansion
(growth) allowancé factor is 1.6, then capacity can be 2 times (1.25 x 1.60
= 2,00) expected demand. Stated differently; our standard of when demand
is great enough to "press on capatity” for purposes of marginal capacity
cost pricing is, in this example, when expected demand is 1/2 of capacity.
If expected demand falls below this level, then marginal capacity cost
falls below the marginal investment cost actually incurred, and can fall to

Zero.

For convenience in future analysis, we shall define a level of
"threshold” demand as the current expected value of demand multiplied by
the stochastic and expansion factors. Thus, threshold demand is not a true
demand; but an inflated demand defined in such a way as to have an expected
value of peak exactly equal to overdesign capacity, as the létter is

defined herein.

Distribution Capacity. The preceding concepts are most simply

illustrated by the case of distribution capacity. For purposes of the
present discussion, all capacity will be divided into three‘groups:
distribution capacity, supply tapacity and other capacity. Supply capacity
is distinguished by the ability to separate investments according to source
of supply, such as own production, gas storage, transmission, and so on.
Distribution capacity is that part of the system in which gas is delivered
without ability to distinguish sources. The third category, other
capacity, lumps together all capacity expenditures not in the first two

categories,

In the absente of stochastic effects or expansion allowances, i.e.
with a perfectly deterministic and static load, demand would be "pressing
on capacity” only at the annual peak and all marginal capacity cost for the
year would be assigned to this peak. This would create a radical increase
in charges for a single day or, if prorated over a month, for a single

month.
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In the presence of stochastic effects, account is taken of the fact
that the time of annual peak cannot be predicted precisely. Instead, it
can be predicted only with some probability distribution among days or
months. Assume, for example, that the probability distribution i1s as shown
in table 2.3. In accordance with a convention noted eariier, month 8 is
November, 9 is Det¢ember, 10 is January, 11 is February and 12 is March.

The probability that the peak occurs in January is as great as the
probability that it occurs in all the other four months combined. See

column (2).

Two sets of multipliers are shown, in columns (3) and (4),
respectively., The multipliers are designated by the symbol k for later
reference in table 2.4, To get marginal capacity costs, multiply annual
equivalent marginal investment costs by the appropriate multiplier in eath
month., This procedure spreads marginal investment costs over periods for
which the investments are useful in a statistical sense, in contrast to the
deterministic case, cited above, in which the entire investment is assigned
to a single peak day, week, month or whatever. Stated differently,
marginal capacity cost is the actuarial value of marginal investment cost
when actuarial value is defined with consideration for the stochastic and

expansion factors.

With threshold demand at or above capacity, the multipliers are equal
to the probabilities of peak occurring in the corresponding months and, of
course, sum to 1.0 over the five months. See column (3). Recall that
threshold demand has an expected peak equal to ¢apacity. Thus, the
multipliers in column (3) calculate marginal capacity cost by distributing

marginal investment cost according to the probable incidence of the peak.

An additional effect is illustrated by column (4}, which assumes that
demand has dropped to a level equal to 90 percent of threshold. In this
case, demand has an expected peak below ¢apacity and we have assumed that
the probability of a peak as high as capacity is only 80 percent as great
as it is with threshold demand. Hence, the multipliers in column (&) are
80 percent of their values in column (3), the sum of the multipliers over

the five months is 0.8, and marginal capacity cost is only 80 percent of

47



TABLE 2.3

HYPOTHETICAL MULTIPLIER

Multiplier, k

Threshold Threshold
Probability Demand Demand
of Peak at or Above at 907 of
Months in Month Capacity Capatcity
(1) (2) (3) (4)
8 and 12 0.05 0.05 0.04
9 and 11 0.20 0.20 0.16
10 0.50 0.50 0.40
1 through 0 0 0

7

Threshold
Demand as

a

of Capacity

Ratio of Probabilities
of Peak at Capacity,
Actual Threshold Demand
Compared with 1007
Threshold Demand

(5) (6)
100% 1.0
907 0.8
807 0.6
70% 0.4
607 0.2
50% 0.0

Source: Author's calculations
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annual equivalent marginal investment cost. This is a case in which
capacity turned out to be overdesigned by a larger factor than could be

justified.

The relationship of 0.80 between the prob&bility of peak at capacity
with 90% threshold as compared to 100% threshold was obtained by a linear
approximation shown in columns (5) and (6). Numerical values correspond to
our previous example in which capacity is 1.25 x 1.60 = 2 times the
expected value of demand. This means that 100% threshold demand is twice
expected demand, or 507 threshold value equals expetted demand. Now, with
capacity designed so that the probability of service interruption is very
small, the probability of peak equal to ¢apacity is close to zero. We have
placed it at zero for the sake of an approximation in column (6). Other
figures in columm (6) are obtained by simple linear interpolation between

threshold demand at 50 percent and at 100 percent of capacity.

In this example, if, many years after investment in distribution
facilities, expected demand drops to one quarter of capacity, threshold
demand will be half of capacity and marginal capacity cost will be zero.
The result depends, of course, on the numerical values used for the
stochastic and expansion factors. With values other than 1.25 and 1.60,
the results would be numerically different, but the printiple would be the

S5ame o

Now, in the event of a demand contraction of the magnitude described
above, it is likely that capacity would be contracted, and at lower

capacity, higher values in column (6) would apply.

A second general point with respect to distribution is that capacity
ad justments frequently occur by geographic areas, as, for example, with
expansion of a distribution system into a new suburban subdivision. In the
interest of marginal tost pricing, it is desirable to subdivide investments
so as to approximate such differences. Thus, expansion of demand could
produce full recovery of expenditures in one geographic area, while

contraction of demand could lead to partial or no recovery in another.
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Supply Capacity. Supply investment plays an ancillary role in most

distribution systems, as compared with distribution investment. This
follows, of course, from the importance of purchased gas as a supply
source., To the extent that gas is purchased, it does not come from own

supply.

Consistent with ocur earlier "simple supply” model (table 2.1), supply
source #5 is own production, which constitutes one type of supply
investment considered here. Two other types are: investment in storage and

investment in transmission.

Whether the same arguments for overdesign apply to supply as to
distribution is a matter to be decided on a case-by-case basis. The
argument for overdesign is probably not applitable to own supply. The
choice of supply is a cholce of least cost. With as many sources of supply
as there are, variations in demand ¢an be easily accommodated. The same
logic would seem applicable to storage, which is a form of supply. On the
other hand, transmission appears to be an investment more like disfribution
from an economic point of view and hence could justifiably be subject to

the same considerations discussed above for distribution.

But the argument for seasonal cost and price variation is as
applicable to supply investments as it is to distribution investments. For
this reason, preceding logic, as explained with the help of table 2.3, will
be used to justify a seasonal k; factor. The only difference in the case
of supply investment is that no "overdesign" factor is included in kg,
except possibly in the case of transmission investment, as noted in the

preceding paragraph.

Other Capacity. Investments not included in the categories of supply

or distribution are divided into two classes: (1) those correlated with
firm-wide gas sales and (2) those correlated with the number of customers.
Only the former are relevant here. Included are administration and some

maintenance investments.
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No unique concepts are involved in finding marginal c¢apacity costs for
this group, and no special problems are foreseen. The complexities
introduced by alternative supply sources are inapplicable. There would
seem to be no reason for overdesign, except for possible lumpiness in
growth, which should be smoothed out by the use of trends, estimated by
statistical regression., Neither is it appropriate to allocate marginal
"other” capacity costs to peak consumption., Investments of the type
considered here are not ¢orrelated any more with peak than with off-peak
sales, but rather with long term trends in size of the firm. Accordingly,
the proper treatment is to calculate annual equivalents of investments in
whatever amount 1s required and smooth the data by regression to get a
trend line that gives marginal "other” capacity cost directly, assuming
growth or at least static capacity. If there is a decline in progress,
marginal “"other” capacity is zero as long as tapacity is excessive, but
could take on a positive value if capacity is contracted at least as

rapidly as sales,

Optimization Model

To the present point, tosts have been discussed in three groups: (1)
commodity, (2) demand, and (3) capacity. Capacity costs have been further
subdivided into three categories: (1) supply, (2) distributiom and (3)
other capacity. The last two, "distribution” and "other”, are incurred
independently of one another and of supply costs; they present no further
problems of analysis. Marginal distribution and other capacity costs have

been identified and the ¢onditions for their ¢alculation deseéribed.

Supply costs, on the other hand, remain for comprehensive analysis. A
simple supply model (table 2.1) was used, above, to show the method by
which an optimal choice is made among sources having different commodity
and demand costs. This was followed by a description of special commodity
constraints., Then, capacity tosts were analyzed and the concept of
marginal capacity cost explained. Now, it remains to pull together these
various aspects of the supply problem. That is done in the model shown in
table 2.4,
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TABLE 2.4

OPTIMIZATION WITH ADJUSTABLE CAPACITY
(all summations are over 12 months)

IC$S
Min  %CCl IDCl-k_ ICC2 EDC2 k_ ICC3  IDC3 k  ICCA £CC5 ZICS k= ICIST k_ (GINST + GOUST ) ICIPL k.
'SCly  -SP1 -8v2 -5p2 -SC3_  -SP3 -SCh -SC5 -DSP5 -DSTC DPTI1
m m m m

(1) SP1 < LP1

(2) sct -N Spl <0

(3) m m Sp2 < Lp2

(4) SC2  -N Sp2 <0

(5) SV2m -sc2m® m >0

(6) SV2n m S 0.758 LP2

(7N SP3 <iey "

(8) SC3  -N sp3 <0

(9 m m SP4 < LP4

(10) SC4  -N SP4 <0

(11) Isca™ m > SHe £DGMT
(12) oom SP5 -DSP5 < LPS

(13) SC5 -N_DSP5 < NyLP5S
(14) ™ " DSTC S -STCO
(15) GINST < MAXINS
(16) GOUST < MAXOUS
(17) , DPT1 > DGDT,-PTI
(18)  scl sc2, SC3, SC4 SC5m GINBT  GOUST > DGMTp,
(19) spl sp2 Sp3 mo sp4 DSP5 1 GINST 1 GOUST > DGDTg-LPS

N N
m m

All variableslz 0.
GINST and GOUST defined in submodel table 2.5.

Source:

Author's formulation



CCi
CIPI
CIST
CS
DAYMAXm
DCi
DGDT
DGMT
DPT1
DSP5
DSTC
GINST
GOUST
1C5

LCL
LPi
MAXTINS
MAXOUS

m
PT1
SCi
SH
SPi
SP5
STCO
SV2m

Index 1i:
Subscript ms

TABLE 2.4
{(Continued)

NOMENCLATURE

Commodity charge, source i, $/MMcf

Annual equivalent $/MMcf per peak day of DPTL

Annual equivalent $/MMcf of DSTC

Cost of storage, $/MMcf

Peak demand, MMcf on peak day of each month

Demand charge, source i, $/MMcf on peak day

Annual peak in daily demand MMcf/day

Total commodity demanded, ¥MMcf per momnth

Increment of transmission #1 capacity, MMcf/peak day
Increment of source #5 peak capacity MMcf/peak day
Increment of storage capacity, MMcf

Gas into storage, MMcf per month

Gas out of storage, MMcf per month

Annual equivalent $/MMcf per peak day of DSP5
Multiplier to distribute annual equivalent charges to months.

12

Elkm=1.o; k =0,m=1++7;k >0, m=8,9,10, 11, 12
Limit on annual MMcf, source i

Limit on peak MMcf per day, source i

Maximum rate of GINST

Maximum rate of GOUST

Number of days in month m

Capacity of transmission #1, MMcf/day

Quantity of gas from source i, MMcf

Share of demand assigned to source #4

Peak quantity of gas from source i, MMcf on peak day
Annual peak of source #5 capacity MMcf/day

Storage capacity, MMcf

Surrogate for SCZm to allow for '"take or pay"

Sources l¢ ¢ = -5
Months 1° -« - 12
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Consider first the objective function shown in table 2.4. Commodity
charges are identified in the same way as in table 2.2. Demand charges,
however, appear in table 2.4 multiplied by ky. The significance of kyj
here is the same as previously described for supply capacity. Demand
changes (for sources in use) are determined by gas purchases on the peak
day of the year. The k; factors spread the charges over the winter
months in proportion to the long term probabilities of annual peak days

occuring in those months.

Three supply investments are shown. FEach is preceded by the letter D,
for "delta”, to distinguish the incremental cost of capacity from
pre-existing (book) cost. It is only the incremental capacity on which
expenditures need be made, and hence which is relevant for the optimization
model. The three investments are: DSP5, increment of source 5 on peak;
DSTC, increment of storage capacity; and DPT1, increment of peak
transmission #1, as defined in Guldmann [6, pp. 107-110]. In each case,
the incremental component enters the objective function multiplied by the k
factor, defined in the same way as described above for distribution. The
éonsequence, as noted above, is to spread investment costs over peak
(winter) months, but not over other months. (km is defined as zero in

nonwinter months, as previously noted.)

Finally, included in the objective function are increments of storage
input, GINST;, and storage output, GOUST,, multiplied by variable costs
of storage, CS. Storage is an integral part of the optimizatibn model, but
for convenience in exposition, and also because the storage submodel has
been adequately explained. elsewhere, it is given separately in table 2.5.

See also the Source listed in table 2.5.

Consider next the constraints shown in table 2.4. The relation of
commodity to demand charges is the same as previously set forth in table
2.2. A "take or pay” minimum is set by constraint (6) on source 2. Winter

requirements charges can be included, to the extent desired, by allowing
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TABLE 2.5

STORAGE INPUT AND OUTPUT

m-1

Maximum Delivery: GINST, - Amuﬁl(cmsru - GOUSTy) - (AjoRpin + B1g)DSTC < (AjgRyin + Bjg)STCO
m=1

Maximum Withdrawal:  GOUST, - Ayq I 1(GINSTu - GOUST,) = (AgoRpin + B2o)DSTC < (AppRyi, + Bog)STCO
u:

Max. Saturation Rate: | 1(GINSTu = GOUSTy) = (Rpax — Rpin)DSTC < (Ryax — Rpin)STCO

Min. Saturation Rate:

TME Swme

(GINST - GOUST) > 0

Refer to Guldmann [6, pp. 102-107] for a description of the above equations and parameters.



the commodity charges to vary monthly, l.e. by setting the CCi higher in
winter months than at other times of the year. A local supply constraint
is applied in constraint (11). Constraints (12), (14) and (17) apply to
the three previously identified incremental investments. Stochastic
effects, as previously noted, are taken into account in the objective

function via kp multipliers.

The two constraints (18) and (19) assure adequate commodity and peak
load supply, respectively. Constraint (19) takes the form of an equality
on the yearly peak day only. GINST and GOUST are calculated as monthly
averages; hence, nothing is lost by using their daily notes. Costs of
storage, CS, include only compression tosts and other costs assot¢iated with
the injection and removal of gas from storage. It is assumed that carrying
costs (interest on ¢apital) for the variable component of gas in storage
are exactly offset by appreciation of the value of gas in storage. This
assumption makes it unnecessary to consider how long gas is held in
storage. At peak demand, GINST would normally be zero. Limits are set for
the sources by constraints (1), (3), (7), (9) and (12), respectively,
though in the case of source #5, own production capacity, the limit may be

raised by whatever new investment, DSP5, is required.

Constraint (18) takes the form of an equality (of different magnitude)
each month. As previously noted, the model is set up for monthly total
purchases, though optimization takes place over the period of a year. The
formulation in table 2.4 makes unnecessary any constraints on total
consumption by source., Thus, constraint (2) limits monthly consumption in
relation to peak, Constraint (1) limits peak consumption of source #1.
Together, these imply a total commodity limitation on source #l. The same

structure of constraints applies to all other sources,

Marginal Costs. An optimal solution of the model in table 2.4 implies

marginal ¢osts, month by month. The supply curve faced by the gas

distributor is a step function described by the sequence of sources in the
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order in which they are brought into the solution each month. In going
from one step to the next, demand is Implicitly assumed to be infinitely

inelastic, within the relevant range.

To get marginal costs from the table 2.4 model, incrementalize
DGMTm or DGDTd or both., The inc¢remental change in the value of the
objective function is marginal cost for either of these individually or for

the two jointly, depending on how the incrementalization is designed.

A special problem arises when supply encounters the limits of all five
sources. At this point, the model permits only one source, #5, via DSP5,
to be expanded. This is because limits on peak purchases of gas from other
sources are taken as given, while new investment in own production is
unconstrained., In using the model to projett what marginal cost would be
beyond the present peak limits, it would be best to allow any of these
limits to be extended and demand charges in the objective function to be
adjusted to whatever new higher levels are appropriate for the extensions.
This ¢ould be done in either of two ways, either (1) replace present LPi
and DCi or (2) add new LPi and DCi as though new sources were introduced,
leaving present constraints and variables as they stand. The two ways are
not equivalent. The choice between them depends on whether any
renegotiation of limits with suppliers affects the prices of previously

committed supplies,

Consider the opposite situation, in which no new investments are
called for but, on the contrary, there is underutilization of existing
capacity. In this case, refer back to the principle illustrated in table
2.3, columns (5) and (6). Because of stochastic considerations, it is
nevertheless appropriate to make some charge against already installed
investments, at least until the km multipliers illustrated in table 2.3
reach zero. Such a charge would enter into marginal cost., It could be
provided for in table 2.4 by removing LP5 from the right hand sides of
(12), (13) and (19) and inserting a capacity term on the left hand side of
the same constraints, with annualized ¢ost times km in the objective

function.
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The model in table 2.4 differs from that given in Guldmann [6, chapter
4] in its treatment of investments and yearly demand charges. In both of
these, the Guldmann model permits marginal cost to include the affected
variable as many times during the year as demand permits. Here, in
contrast, either of these terms can be counted only once, via the ky
mechanism. Marginal costs for these variables are, indeed, experienced

only once a year.

A final comment pertains to storage. To whatever extent storage is
used, GINST and/or GOUST take on nonzero values and CS is a part of
marginal cost. But table 2.4 does not “"tag"” particular inputs to storage.
Instead, and in keeping with Pyatt's reasoning (see preceding survey)
marginal cost is always calculated at the price of whatever source is in
use, regardless of whether storage is being expanded or contracted or

neither.

Customer Costs

Customer costs include billing, metering and some small investment in
facilities on the customer's property. Marginal customer ("service") costs
are, then, incurred per unit of time for billing and metering, and are
taken as a rental rate based on annual equivalent costs times a km
multiplier defined for customer capacity costs in the same way as other

capacity costs,

Customer costs are distinguished from commodity and capacity costs in
that they are very little correlated with sales. It is convenient to think
of the distributor as selling two commodities, natural gas and service. The
same logic suggests that there should be two=-part ratés, one for marginal

customer costs, the other for marginal commodity plus capacity costs.

Total Revenues — Total Cost Comparisons

Prices based on marginal costs, as defined above, may or may not
provide a fair-return-on-fair-value, but are likely to do so even in the

event that costs are not fully reflected in the k multipliers.
m
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The reason is that marginal cost prices are set at the highest variable
marginal costs, as explained at the beginning of this chapter (see "Meaning
and Intent of Marginal Cost Pricing”). For this reason, resulting revenue
generally makes a contribution to the coverage of fixed costs and may cover
all fixed costs. With demand charges and annual equivalent charges of
investments taken into acount, as is appropriate in our stotchastic
approach, the coverage of all fixed costs is even more likely. Indeed,

excess revenue is as likely to result as deficient revenue.

Either way, adjustment of marginal cost prit¢es to assure a total
revenue goél is made possible by the Baumol-Bradford "inverse elasticity”
rule. See equation (2.2), above, and related discussion of the Baumol-
Bradford contribution. A difficulty in using the Baumol-Bradford formula
is that elastic¢ities of demand must be known by customer classes. It is
unlikely that such elasticities are known at the level of the individual
gas distribution ¢ompany. When suth information is lacking, national

average elasticities may provide a satisfactory approximation.
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PART II

EMPIRICAL ANALYSES OF THE INVESTMENT AND
OPERATING COSTS OF GAS DISTRIBUTION UTILITIES






CHAPTER 3
STATISTICAL MODELS OF COMMUNITY DISTRIBUTION PLANT COSTS

The purpose of this chapter is to present the results of various
statistical analyses of distribution plant costs, based on community-level
data obtained from six U.S5. gas distribution utilities. These analyses
extend and improve in many ways those presented in an earlier report.l
Better and newer data have been obtained for some of the four utilities
studied previously, in particular Long Island Lighting Company, and
completely new data have been gathered for two new utilities, East Ohio Gas
Company and Peoples Natural Gas (Iowa). In addition, the specifications of
the cost models have been modified by introducing new variables related to
- customer size, which led to significant improvements in the explanatory,

and thus predictive, power of these models.

In the first section of this chapter, the general structure of the new
statistical models is discussed. The next section presents the results of
the analysis applied to the 1979 historical (or book) value of the total
distribution plant of Long Island Lighting Company (LILCO), Columbia Gas of
Ohio, Inc. (CGO), Pacific Gas and Electric Company (PG&E)}, National Fuel
Gas Distribution Corporation (NFGDC), East Ohio Gas Company (EOCG), and
Peoples Natural Gas (PNG). The third section consists of a comparison of
the previous models and a tentative explanation of the variations of the
models' coefficients. The fourth section presents the results of more
refined analyses applied to Pacific Gas and Electric Company and Peoples
Natural Gas, for which data unavallable for the other utilities could be
used. The £ifth section presents the results of the same cost analysis

applied to the 1979 historical values of the different components of the

1y.-M. Guldmann, Marginal Cost Pricing for Gas Distribution Utilities:
Preliminary Analyses and Models, NRRI, Report No. 80-12, November 1980 -
Chapter 3: Econometric Modeling of Distribution Plant Costs.
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distribution plants of Long Island Lighting Company and National Fuel Gas
Distribution Corporation. Vinally, the last seétion deals with the
analysis of distribution plant increments between 1978 and 1979 for Pacifie
Gas and Ele¢tri¢ Company. This dynamitc analysis refers to mainly
short—term plant costs, whereas the previous static analyses refer to

long—-term equilibrium plant ¢osts,.

General Considerations

The various problems involved in estimating and predicting dis-
tribution plant ¢osts as well as the scarcity of available data have been
discussed in the previocusly mentioned study, to which the reader is
referred for more details. In this former study, the historic¢al value of
the distribution plant in servidée in a given ¢ommunity at the end of a
given year, DPS, was related to market varisbles such as sales or numbers
of customers during that same year, and both additive and multipliéative
models were tested. For example, 1f RMCF, CMCF, and EMCFZ are the
residential, tommercial, and industrial sales in that same community during

the same year, then the tested models were:

DPS

il

ag + a1*RMCF + ao*CMCF + aq*IMCF (3.1)

DPS

1t

b*RMCFP1#CMCFP2* IMCFP3 (3.2)

Additional variables were tonsidered, such as population density (TEDN) and
various degree~days measures, whenever available. The multiplitative model
proved to be superior in all cases, pointing to (1) economies of scale and
(2) the non-separability of the distribution plant ¢osts inturred to serve
the different sectoral markets of the utility. Although the regression
fits turnediout in general to be quite good, inter-utility variations in
the models coefficients were noticeable, and were deemed to constitute an
area for further analysis and research., It was in particular hypothesized

that the variations in the sales elasticities (the coefficients by, by,

The most frequently used symbols are summarized in a glossary at the end
of the thapter for convenient reference.
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and b3) might be due to variations in the tustomer sizes and in the load
factors and peak loads charatterizing the various ¢ommunities served by the

utilitys

The approach presented here introduces customer sizes as new variables
in the regression models. If RCUS, CCUS, and ICUS are the numbers of resi-
dential, commercial, and industrial customers in a given community, then
the corresponding residential (RCUZ), commercial (CCUZ), and industrial

(ICUZ) average tustomer sizes are defined as follows:

RCUZ = RMCF/RCUS (3.3)
CCUZ = CMCF/CCUS (3.4)
ICUZ = IMCF/ICUS (3.5)

The average total customer size is defined as
TCUZ = TMCF/TCUS (3.6)

where total sales, TMCF, and the total number of customers, TCUS, are de-

fined as:
TMCF = RMCF + CMCF + IMCF (3.7)
TCUS = RCUS + CCUS + ICUS (3.8)

A two-sector disaggregation is also considered, where Commercial and
industrial sales, CIMCF, and number of customers, CICUS, are considered.
In this case, the average commercial/industrial customer size is defined

by
CICUZ = CIMCF/CICUS (3.9)

Customer size variables can be associated alternatively to sales or number

of customers variables. The setond combination appeared unsatisfactory in
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all cases {low Rz, wrong signs) and was therefore discarded. The first
combination was analyzed with both additive and multiplicative
specifications. In all cases, the multiplicative ones turned out to be
sﬁperior, further confirming the economies of scale and joint costs
properties revealed by the former study. The three models considered,

corresponding to the three levels of market sector aggregation, are:

‘ ag Bo
DPS = kg * TMCF % TCUZ (3.10)
“1 % By By
DPS = k *RHCF *CDNCF *RCUZ * CICUZ (3.11)
o oy a By By By
DPS = ky*RMCF *CMCF *IMCF *RCUZ *CCUZ *ICUZ (3.12)

In models (3.10) - (3.12), the coefficients ag, o35 a9, and aj are
expected to be positive, whereas the coefficients 8gy, Bj, B9, and

By are expected to be negative. The sales variables characterize scale
effects that are system-wide within the community, whereas the customer
size variables characterize localized scale effects, at the level of the
customers themselves. For example, the distribution plant portion related
to large mains or compressor stations is probably better explained by the
sales variables, whereas such items as services and meters are probably

better explained by customer size variables.

Another important variable explaining variations in the distribution
plant is the population density, TEDN, expressed as the ratio of the 1970
population of a community to its 1970 acreage. Most of these data were
drawn from a 1970 Census reporta3 However, in the former study these
uniform Census data, which characterize only those communities with a 1970
population of 2500 or more, were complemented by data from other sources
(telephone calls to city officials, census tract data) in the case of Long
Island Lighting Company and Columbia Gas of Ohio, Inc. It was suspected

3

1970 Census of Population - Population of Places of 2500 or more ~ 1960
and 1970, Supplementary Report PC(S1)-26, U.S. Govermment Printing Office,
Washington, D.C. (August 1972).
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" that the variations in the density elasticities, as well as the statistical
insignificance of the density elasticity in the case of Columbia Gas of
Ohio, Inc., might be partly due to poor data quality and data heterogen-—
ity. It was therefore decided to apply the regression analyses only to

those communities with available Census density data.

The next section presents the results of the applications of models
(3.10)=(3.12) to the six utilities, while adding the density, TEDN, as
another independent variable. This analysis therefore only refers to

communities with a population of 2500 or more im 1970.

Application of the Statistical Models to Communities of 2500 or More

Long Island Lighting Company

The results presented in this section pertain to 58 cqmmunities (as
compared to 83 communities in the former study). In addition, instead of
using the total plant-in-service data, the exact value of the distribution
plant-in-service at the end of 1979 was calculated with disaggregated plant
data provided by the New York State Board of Equalization and Assessment
(NYSBEA)., The LILCO gas distribution system is made up mostly of mains,
services, and measuring and regulating station equipment. The detailed

plant data are presented in appendix A.

Market data are available for the combined commercial and industrial
sectors, and therefore only the aggregate and two-sector models are
considered. The definitions and means and standard deviations of the

different variables are presented in table 3.1.

The following multiplicative models were obtained:

) . 0.9617 -0.5371 ~0.2622
DPS = 111.4007 * TMCF * *
(29.81)" TCUZ (5 40y * TEDN 3" gey
(®* = 0.943) (3.13)
B 0.6783 0.2626 ~0.1756
DPS = 262.82542 * RMCF * * N
(8.85) ~ CMMCF g g5y * RCUZ g oy
~0.2789 ~0.2505 2
%
CToUZ” (5*C)S * TEDN 00 (R® = 0.952) (3.14)
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TABLE 3.1

VARTABLES DEFINITIONS, MEANS, AND STANDARD DEVIATIONS - LONG ISLAND LIGHTING COMPANY

Standard
Variable Definition Mean Deviation
DPS Distribution Plant in Service ($) - End of 1979 2,219,367 4,622,761
TMCF Total Gas Sales (MCF) - 1979 663,598 1,384,375
RMCF Residential Gas Sales (MCF) - 1979 390,906 813,865
CIMCF Commercial/Industrial Gas Sales (MCF) - 1979 270,968 595,220
TCUS Total Number of Customers = 1979 5,929 12,029
RCUS Number of Residential Customers - 1979 5,462 11,106
CIicus Number of Commercial/Industrial Customers = 1979 467 938
TCUZ Total Customer Size (MCF) - 1979 150.338 210.903
RCUZ Residential Customer Size (MCF) - 1979 81.648 50.724
CIcUuZ Commercial/Industrial Customer Size (MCF) - 1979 703.106 1021.413
TEDN Population Density (people per acre) - 1970 9.734 7.174

Source: Author's calculations



The performances of the above models, as measured by their RZ, are very
good and superiocr to those achieved in the former study when the sales
variables only were considered. However, part of the improvement is most
likely also due to the use of the actual distribution plant value instead
of the total plant value. The t-statistics, which are indicated in
parenthesis below the corresponding toeffitients, are generally very
significant, except in the case of the residential customer size variable,
RCUZ, probably because this variable does not vary signifitantly among the
58 ¢communities considered. In all cases the coefficients have the expected
sign and point to etonomies of stale both system-wide and at the lotalized

level.

Columbia Gas of Ohio, Inc.

The results presented in this section pertain to 24 communities.* As
in the former study, the dependent variable is the net plant in service, or
rate base. This rate base is adjusted by a multiplier of 1.4642 to c¢closely
approximate the distribution plant in servitce, DPS. This is so betause the
ratio of total to net plants in service ié equal to 1.512, and the ratio of
distribution to total plants in serviéé is equal to 0.9684. These ratios
are assumed uniformly applicable to all the ¢ommunities. Another problem
is related to the fact that the data do not all pertain to the same year,
hence the need to normalize gas sales to neutralize the short-term effects
of weather variability. The Impact of sales normalization will be analyzed

later on, but in the present section the original raw sales data are used.

Market data are available for the three sectors. The definitiouns,
means, and standard deviations of the different variables tonsidered are

presented in table 3.2.

4Tbledo, lorain, Mansfield, Parma, Westlake, Bexley, Columbus, Gahanna,
Grove City, Reynoldsburg, Upper Arlington, Westerville, Whitehall,
Worthington, Granville, Springfield, Columbiana, Martins Ferry, Shadyside,
Mingo Junction, Chillicothe, Middleport, New Boston, Portsmouth.
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TABLE 3.2

VARIABLES DEFINITIONS, MEANS, AND STANDARD DEVIATIONS - COLUMBIA GAS OF OHIO, INC.

Standard
Variable Definition Mean Deviation
DPS Distribution Plant in Service ($) -Different Years 7,078,089 13,662,084
TMCF Total Gas Sales (MCF) = Differént Years A 4,099,850 8,552,690
RMCF Residential Gas Sales (MCF) - Different Years 2,994,690 6,070,650
CMCF Commercial Gas Sales (MCF) - Different Years 1,022,300 2,339,940
MCF Industrial Gas Sales (MCF) - Different Years 82,860 170,750
CIMCF Commercial/Industrial Gas Sales (MCF) - Different Years 1,105,150 2,503,530
TCUS Total Number of Customers — Different Years 19,729 40,751
RCUS Number of Residential Customers — Different Years 18,428 38,094
CCus Number of Commercial Customers - Different Years 1,227 2,404
ICUS Number of Industrial Customers — Different Years 74 316
CICUs Number of Commercial/Industrial Customers - Different Years 1,301 2,669
TCUZ Total Customer Size (MCF) - Different Years 197.839 33. 446
RCUZ Residential Customer Size (MCF) -~ Different Years 159,718 23.141
CCuz Commercial Customer Size (MCF) - Different Years 688,059 263.549
ICUZ Industrial Customer Size (MCF) - Different Years 5164,042 4,769,474
CICUZ Commercial/Industrial Customer Size (MCF) — Different Years 742,513 267.197
TEDN Population Density (people per acre)-1970 5.502 2.343
Source: Author's calculations



The three-sector model does not yield acceptable results (wrong signs
for the industrial-sector variables), probably because of the small size of
the industrial sector as compared to the other two sectors (see table 3.2).

The following multiplicative models were obtained:

0.9669 -0.8228 -0.2301
— * * e
DPS 358.45102 TMCF(54-33) TCUZ (5.38) TEDN<(4‘48)
(®? = 0.994) (3.15)
0.8493 0.1324 -0.5835
DPS = 452,81516 * RMC * CIM * RCUZ )
16 % RMCF 1, 47y * CIMCF 5 11y * ROUZ 3765)
-0.2066 ~0.2548 2
o % =
CLCUZ (2.67) TEDN (4.43) (R 0.995) (3.16)

The performances of the above models, as measured by their RZ, are
excellent and superior to those achieved in the former study when the sales
variables only were considered, In all cases, the coefficients have the
expected sign, are highly significant, and point to economies of scale both
system—wide and at the localized level. Also, the density wvariable has
become significant, whereas it was not so in the former study, which would
confirm the suspicion of poor quality data (most of the other density data

were gathered through telephone calls to community officials).

Pacific Gas and Electric Company

The results presented in this section pertain to the 94 communities in
PG&E service area with a population of 10,000 or more. Thus the data used
here are the same as in the former study. The definitions, means, and
standard deviations of the different variables considered are presented in
table 3.3.

The following one-sector and two-sector models were obtained:

. 0.9282 , -0.9108 ~0.2864
DPS = 1116.7936 * TMCF(36.27) TCUZ(16.38) TEDN (7.42)
®? = 0.937) (3.17)
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TABLE 3.3

VARIABLES DEFINITIONS, MEANS, AND STANDARD DEVIATIONS
PACIFIC GAS AND ELECTRIC COMPANY

Standard
Variable Definition Mean Deviation
DPS Distribution Plant in Service ($) - End of 1979 7,384,459 10,184,724
TMCF Total Gas Sales (MCF) - 1979 3,454,267 6,229,610
RMCF Residential Gas Sales (MCF) - 1979 1,742,436 2,979,162
CMCF Commercial Gas Sales (MCF) - 1979 969,256 2,586,112
IMCF Industrial Gas Sales (MCF) - 1979 742,575 1,738,055
CIMCF Commercial/Industrial Gas Sales (MCF) - 1979 1,711,831 4,205,098
TCUS Total Number of Customers - 1979 21,139 36,008
RCUS Number of Residential Customers - 1979 19,800 33,841
CCus Number of Commercial Customers - 1979 . 1,321 2,188
ICUS Number of Industrial Customers - 1979 18 32
CICUS Number of Commercial/Industrial Customers ~ 1979 1,339 2,218
TCUZ Total Customer Size (MCF) - 1979 170.937 211.534
RCUZ Residential Customer Size (MCF) - 1979 89.853 13.270
CCUZ Commercial Customer Size (MCF) - 1979 934.194 2,940.374
ICUZ Industrial Customer Size (MCF) - 1979 40,313.730 65,270.414
CICUZ Commercial/Industrial Customer Size (MCF) -~ 1979 1,430.808 3,646.284
TEDN Population Density (people per acre) = 1970 5.960 3.639

Source: Author's calculations



DPS = 390.50977 * RMcF: 872 % ciucpl: 1433« geyz70; 4410

(12.59) (2.54) (2.03)
-0.1437 -0.2746
* CICUZ * TE
(2.51) ~ TEN (7. 04) ®* = 0.940) (3.18)

The performances of the above models, as measured by their RZ, are excel=-
lent and superior to those achieved in the former study when the sales
variables only were considered, In all cases, the coefficients have the
expected sign, are highly significant, and point to economies of scale both
system—-wide and at the localized level. It is also noticeable that the
significance of the density variable in the one-sector model (3.17) is much

higher than in the former study.

The three-sector model is not acceptable when including simultaneously
industrial sales and customer size. When adding only industrial gas sales,

the following model is obtained:

DPS = 325.9161 * RMCFO'7618 * CMCFO'lSOl * IMCFO'OO19

(12.56) (2.63) (0.29)
~0.3598 ~0.1407 -0.2439
* *
RCUZ™(} gq) * OCUZ(5Ty0) * TEDN 0: %470
R®? = 0.939) (3.19)

The RZ of model (3.19) is very slightly inferior to the R? of model
(3.18). Also, the t=-statistics of the industrial sales variable IMCF is
very low, and the corresponding regression coefficient cannot be deemed
significantly different from zero. Thus it can be concluded that the
three-sector model does not yield statistically acceptable results for

PG&E, and further analyses should be restricted to the one- and two-sector

models,

National Fuel Gas Distribution Corporation

The results presented in this section pertain to the 33 communities in

NFGDC service area with a population of 2500 or more in 1970. The
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definitions, means, and standard deviations of the different variables

considered are presented in table 3.4.

The commercial, industrial, and Public Authorities (P.A.) sectors have been
combined into one sector, because three- and four-sector disaggregated mod-
els proved unsatisfactory (wrong coefficient signs)., The results for the

one- and two-sector models are presented below:

~0.9293 ~0.1856

0.9772
DPS = . * *
462.89859 TMCF (15 g9y * TCUZ (5.15y * TEDN 176y
(&® = 0.894) (3.20)

_ 0.6863 0.3401 ~1.6755
DPS = 142,279.68 * RMC x %
’ F(3.75) * CIPMCF 72,y * RCUZ "5 303

* CIPCUZ—0.3168 -0.2049 2

(1.61) ~ TEDN 17 5¢) (R” = 0.904) (3.21)

The performances of the above models, as measured by their Rz, are super-
ior to those achieved in the former study when the sales variables only
were considered. In particular, it is noticeable that the significance of
the density variable has been greatly increased in both models. 1In all
cases, the coefficients have the expected signs, are moderately to highly
significant, and point to economies of scale both system—~wide and at the

localized level.

East Ohio Gas Company

East Ohio Gas Company (EOGC) is a privately-owned distribution utility
providing service to northeastern Ohio, including the metropolitan areas of

Cleveland, Akron, and Youngstown.

The data in tables 3.5 and 3.6 provide an overview of EOGC gas market
during 1979 and of its plant in service at the end of 1979. FOGC has a
diversified market as well as a diversified plant in service, including
sizable natural gas production, underground storage, and transmission

investments. The distribution plant makes up for about 617 of the total
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TABLE 3.4

VARIABLES DEFINITIONS, MEANS, AND STANDARD DEVIATIONS

NATIONAL FUEL GAS DISTRIBUTION CORPORATION

Standard
Variable Definition Mean Deviation
DPS Distribution Plant in Service ($) — End of 1979 2,217,766 4,818,647
TMCF Total Gas Sales (MCF) - 1979 2,338,234 6,600,771
RMCF Residential Gas Sales (MCF) - 1979 1,177,212 3,907,125
CIPMCF Commercial/Industrial Gas Sales (MCF) - 1979 1,161;022 2,973,113
TCUS Total Number of Customers - 1979 7,419 22,570
RCUS Number of Residential Customers -~ 1979 7,045 21,571
CIPCUS Number of Commercial/Industrial Customers - 1979 374 1,002
TCUZ Total Customer Size (MCF) - 1979 293,948 209.704
RCUZ Residential Customer Size (MCF) - 1979 157,234 15.119
CI1PCUZ Commercial/Industrial Customer Size (MCF) - 1979 2,747.253 5,628,147
TEDN 6.053 4,527

Population Density (people per acre) - 1970

Source:

Author's calculations



TABLE 3.5

VOLUMES OF GAS SALES, NUMBERS OF CUSTOMERS, AND AVERAGE CUSTOMER SIZES
EAST OHIO GAS COMPANY

Sector Gas Sales Number of Average Customer Size
(MCF) Customers (MCF)
Residential 168,952,061 908,820 185.903
Commercial 67,348,944 53,252 1,264,721
Industrial 134,851,447 1,251 107,794.920
Total 371,152,452 963,323 385,283

Sour¢e: Annual Report of EOGC to the Publi¢ Utilities Commission of Ohio -

1979
TABLE 3.6
VALUE OF GAS PLANT IN SERVICE OF THE END OF 1979

EAST OHIO GAS COMPANY
(IN DOLLARS)

Plant Component Value
' Overview
Natural Gas Production and Gathering $ 84,787,754
Underground Storage 57,851,255
Transmission 104,632,461
Distribution 402,314,588
General 13,121,441
Total $ 662,707,499
Distribution Plant

land and Land Rights [ 2,146,005
Structures and Improvements 12,399,436
Mains 284,859,994
Measuring and Regulating Station

Equipment - General 10,232,286
Services 57,990,081
Meters 29,737,665
House Regulators 2,248,383
Industrial Measuring and Regulating
Station Equipment $2,700,738

Source: Annual Report of EOGC to the Public Utilities Commission of Ohio -
1979
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plant. Mains and services, in turn, make up for about 71% and 147 of the
distribution plant. On the basis of the data in tables 3.5 and 3.6, the
1979 historical unit distribution costs per MCF and customer are the

following:

- 1.084 §/MCF, and
- 418 $/customer.

The community-level data used in the EOGC analysis have been provided
by EOGC's management, and pertain to 85 communities. These data include
the distribution plant in service at the end of 1979, and the residential,
commercial, and industrial sales and numbers of customers for 1979. These
data are presented in appendix B. However, density data could be prepared
for only 43 communities with a population of 2500 or more in 1970, and thus
the present analysis is based on these 43 communities data. The
definitions, means and standard deviations of the different variables
considered are presented in table 3.7. The results for the three levels of

aggregation are presented below:

_ 0.9308 ~0.7754 ~0.0771
DPS = 975.34639 * TMCF(BS.SZ) * TCUZ(13‘82) * TEDN (1.80)
®? = 0.978) ©(3.22)
0.7494 0.1649 -.5035
= * * *
DPS 678.00521 RMCF(14'47) CIMCF(3.69) RCUZ(Z.OO)
~0.0985
* -
CICUZ 1 77) # Trpy0:0072 (R® = 0.981) (3.23)
(1.58)
~ _0.7401 0.1445 0.0182
DPS = 415.005002 * RMCF % % TMCFO
(13.36) ~ MCEF(o 71y F TMCE g oy
~0.5455 ~0.0126 ~0.0098 ~0.0359
* RCUZ * CCUZ * * 7 ’
(2.08) UZ 0.14) ¥ 12 5,30y ¥ TEDN 4 g3y

(®% = 0.981)  (3.24)
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TABLE 3.7

VARIABLES DEFINITIONS, MEANS, AND STANDARD DEVIATIONS

EAST OHIO GAS COMPANY

Standard
Variable Definition Mean Deviation
DPS Distribution Plant in Service ($) - End of 1979 3,503,185 5,700,037
TMCF Total Gas Sales (MCF) - 1979 3,638,460 6,519,002
RMCF Residential Gas Sales (MCF) - 1979 1,457,492 2,784,227
CMCF Commercial Gas Sales (MCF) - 1979 571,985 1,022,709
IMCF Industrial Gas Sales (MCF) - 1979 1,608,984 3,366,640
CIMCF Commercial/Industrial Gas Sales (MCF) - 1979 2,180,969 4,134,800
TCUS Total Number of Customers - 1979 8,441 15,006
RCUS Number of Residential Customers - 1979 7,918 14,157
CCUS Number of Commercial Customers — 1979 511 843
ICUS Number of Industrial Customers - 1979 11 16
CICUS Number of Commercial/Industrial Customers — 1979 522 858
TCUZ Total Customer Size (MCF) - 1979 399.245 280.573
RCUZ Residential Customer Size (MCF) - 1979 173.551 18.024
ccuz Commercial Customer Size (MCF) - 1979 1,034,467 362,331
1CUZ Industrial Customer Size (MCF) - 1979 150,155.953  404,013.461
CICUZ Commercial/Industrial Customer Size (MCF) -~ 1979 3,468,004 3,410,048
TEDN Population Density (people per acre)-1970 4,186 2.181

Source: Author's calculations



Although their coefficients display the expected signs, thé significances
of the variables IMCF, ICUZ, and CCUZ are very low in the case of model
(3.24), which should not be retained for further analyses. On the other
side, the one- and two-sector models yield very good results as measured by
both their R2 and the values of the t-statistics. Again, the results

point to economies of scale both system—=wide and at the localized level.

Peoples Natural Gas

Peoples Natural Gas (PNG), a division of Northern Natural Gas Company
(renamed InterNorth, Inc. in 1979), serves communities in Kansas, Nebraska,
Iowa, and Minnesota. The present analysis refers exclusively to the Iowa
division, which makes up for about 477% of the PNG customers and 43% of its

sales in 1979,

The data in tables 3.8 and 3.9 provide an overview of PNG gas market
during 1979 and of its plant in service at the end of 1979 in the Iowa

division.

TABLE 3.8

VOLUMES OF GAS SALES, NUMBERS OF CUSTOMERS, AND AVERAGE CUSTOMER SIZES
PEOPLES NATURAL GAS (IOWA)

Sector Gas Sales Number of Average Customer Size
(MCF) Customers {MCF)
Residential 15,421,436 98,892 155.942
Commercial 8,819,110 11,899 741.164
Industrial 15,923,054 324 49,145,228
Total 40,163,584 111,115 361.460

Source: Annual Report of Northern Natural Gas Company to the Federal
Energy Regulatory Commisison - 1979
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TABLE 3.9

VALUE OF GAS PLANT IN SERVICE OF THE END OF 1979
PEOPLES NATURAL GAS (IOWA)
(IN DOLLARS)

Plant Component Value
Overview
Intangible $ 1,064,182
Manufactured Gas Production 4,022,001
Transmission 835,201
Distribution 52,970,857
General 2,686,232
Total $ 61,578,473
Distribution Plant
Land and Land Rights $ 95,083
Structures and Improvements . 1,188,660
Mains 24,136,563
Measuring and Regulating Station
Equipment - General 1,188,293
Services 16,271,349
Meters 5,403,014
House Regulators 963,905
House Regulator Installations 1,016,966
Industrial Measuring & Regulating Station 438,384
Equipment 1,579,087
Other Equipment 689,553

Source: Annual Report of Northern Natural Gas Company to the Federal
Energy Regulatory Commission - 1979

PNG distribution plant makes up for about 86% of the total plant.
Mains and services, in turn, make up for about 46% and 31% of the distri=-
bution plant. On the basis of the data in tables 3.8 and 3.9, the 1979

historical unit distribution costs per MCF and customer are the following:

- 1.319 $/MCF, and
= 477 $/customer.
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Market data for 109 communities have been drawn from the 1979 Annual
Report of Northern Natural Gas Company to the Federal Energy Regulatory
Commission, and have been complemented by disaggregated distribution plant
data provided by the company's management. These data, which are presented
in appendix C, are more detailed than those available for the other
companies, For example, residential and commercial customers are divided
into heating and non-heating customers, the number of industrial interrup-—
tible customers is known, and so are the 1979 peak-day total sendout and
the normal and 1980 degree-day characteristics of each community. Also,
the replacement (reproduction) value of the distribution plant is available
for 96 communities. These additional data open the way for new statistical
analyses that will be presented in the fourth section. In this section,
the same models applied to the previous companies are considered, and
fitted with the data of only 21 communities for which density could be
computed. The definitions, means, and standard deviations of the variables

considered are presented in table 3.10.

Satisfactory results were obtained for the one— and two-sector models

only, with:

) 1.0246 -0,7933 2
DPS = 105.86493 * % -
93 TMCF(18,53) TCUZ (3.64) (R 0.957) (3.25)
_ o 0.6186 0.5103 ~2.1955
DPS = 1,739,607 * RMCF * * :
; (6.36) ~ CTMCF (4 30y * RCUZ o o5y
-0.5290 2
* CICUZ (2.92) (R™ =5 0.979) (3.26)

The performances of the ahove models, as measured by their RZ and
t—statistics, are very good. The coefficients have all the expected signs,
and display economies of scale both system-wide and at the localized level,
except in the case of the total sales variable, TMCF, which displays very

slight diseconomies of scale.
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TABLE 3.10

VARTABLES DEFINITIONS, MEANS, AND STANDARD DEVIATIONS

PEOPLES NATURAL GAS (IOWA)

Standard
Variable Definition Means Deviation
DPS Distribution Plant in Service ($) - End of 1979 1,871,923 3,115,200
TMCF Total Gas Sales (MCF) - 1979 1,092,571 1,733,556
RMCF Residential Gas Sales (MCF) - 1979 481,381 701,041
CMCF Commercial Gas Sales (MCF) - 1979 284,952 389,316
IMCF Industrial Gas Sales (MCF) - 1979 326,238 764,197
CIMCF Commercial/Industrial Gas Sales (MCF) - 1979 611,190 1,114,269
TCUS Total Number of Customers - 1979 3,611 5,239
RCUS Number of Residential Customers = 1979 3,267 4,873
CCUS Number of Commercial Customers — 1979 336 361
ICUS Number of Industrial Customers — 1979 9 10
CICUS Number of Commercial/Industrial Customers - 1979 345 370
TCUZ Total Customer Size (MCF) - 1979 283.386 67.347
RCUZ Residential Customer Size (MCF) - 1979 149,039 11.644
CCuz Commercial Customer Size (MCF) - 1979 738.063 195.278
ICuzZ Industrial Customer Size (MCF) -~ 1979 26,339,397 24,630,293
CIcuz Commercial/Industrial Customer Size (MCF) -~ 1979 1,329.680 677.053
TEDN Population Density (people per acre)=1970 2.615 1.326

Source:

Author's calculations



Inter-Utility Comparative Analysis of Distribution Plant Cost Funétions

The Approach

The statistical ¢ost functions derived in the previous section for the
six gas distribution utilities in the ¢ases of the one— and two-settor
levels of aggregation, all display striking similarities: (1) the multi~-
plitative spe¢cifitation is appropriate in all ¢tases, demonstrating the
non-separability of the costs incurred in serving different market ¢om-
ponents, (2) economies of scale are nearly always present, both system—wide
and at the localized level, and (3) the elastitities &tharatterizing the
residential sector (sales and Customer sizé) are always greater than the
corresponding ones for the commercial/industrial sector, reflecting, as
expected, the impat¢t of the lower load fattors of residential customers,
or, in other words, the impact of the residential customers higher peak
usage for a given total annual usage. Despite the above general
similarities, the regression coefficients of any given variable may vary,
sometimes substantially, atross the six utilities. The purpose of the
present analysis is to try to explain the variations of these ¢oefficients,
leading hopefully to some generalized distribution plant ¢ost fun¢tion that
might be applied to any gas distribution utility without having to gather
community-level data and ¢onduct the kind of statistital modeling destribed

in the previous section.

Model Adjustment for Sales Normalization

Market gas requirements depend heavily upon weather, all other factors
such as prifes and economi¢ activity remaining ¢onstant, and may vary
significantly from an abnormally warm to an abnormally ¢old year. To
neutralize weather effet¢ts, requirements are generally normalized, that is,
adjusted to reflect the requirements in an average-weather year, defined as
having a total number of degree-days equal to the average number of annual
degree-days in the last 30 years. The normalization pro¢edure is as
follows. First, load equations are derived through regression analyses of

monthly sales on monthly degree days. A typical load equation is:
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DGjp = BLj + SLy * DDy | (3.27)

where Déim is the gas requirement of market sector i during month m,

BL; the monthly base load requirement of sector i, independent of

weather, SLj the space-heating load per degree-day for sector i, and

DDy the number of degree-days during month m. If DDTy and DDT are the
numbers of degree—days for year y and for the average year, the corresponding

requirements, DGTyi and DGTy, are, for sector i:
DGTyy = 12 * BLj + SL; * DDTy (3.28)
DGTy = 12 *# BLy + SLy + DDT (3.29)

The actual requirements for year y must be multiplied hy the follevinn .

ad justment coefficient, AC;, to yield the normalizz” requirenents:

DGT 1
AC, = 5ap— = - 1 (3.30)
yi (DGT_./DGT,) 12 * BL, SL., * DDT DDT
yi i i i ) y
+ %
DGT, DGT, DDT
i i 1

Normalized load shares are defined as follows:

BLS; = 12 * BLi/DGTi : base load share (3.31)

SLS

i = SLj * DDT/DGT{ : space-heating load share (3.32)
with, of course:
BLS; + SLS; = 1 (3.33)

and the adjustment coefficient is finally

DDT (3.34)
AC, = 1/|BLS, + sLS, * [—<
1 1 1 DDT J
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Load equations were developed for LILCO, PG&E, NFGDC, EOGc; and PNG,
on the basis of the monthly sales and degree~-days data included in the
utilities 1979 Uniform Statistical Reports (USR) submitted to the American
Gas Association (AGA). The load shares for Columbia Gas of Ohio, Inc. were
provided directly by the company in an earlier study. The load shares, the
1979 numbers of degree-days, and the average annual numbers of degree-days

are presented in table 3.11,

Some remarks must be made with respect to the data in table 3.11.
First, note that the total market base load share of LILCO is larger than
the same shares for the residential and commercial/industrial sectors.
This inconsistent result is most likely attributable to a poor statistical
fit, as measured by the Rz, as compared to the other companies regression
models. Second, note that the PG&E degree-days measures have 70°F as a
basis, while all the other measures refer to the 65°F basis. The 70°F
basis was found to be more appropriate for PG&E service area climate and
customers' behavior. Third, the results confirm logical expectations,
namely that residential base load shares are low (generally, between 20%
and 30%) and the industrial ones are high (generally, between 75% and
100%). There is greater variability of these shares in the commercial

sector, reflecting the heterogeneous mix of this sector's customers,

While the adjustment coefficients need to be computed only for 1979 in
the case of LILCO, PG&E, NFGDC, EOGC, and PNG, they need to be calculated
also for the years 1976, 1977, and 1978 in the case of Columbia Gas of
Ohio, Inc. (CGO) because the market data of the 24 communities considered
refer to these different years (11 communities for 1976, 5 for 1977, 5 for
1978, and 3 for 1979). The actual numbers of degree-days for these years
are: 6441 for 1976, 6196 for 1977, and 6648 for 1978. All the adjustment

coefficients are presented in table 3.12.

The adjustment of the cost functions of all the companies, except CGO,
is as follows. First, the adjusted sales and customer sizes are called

ATMCF, ARMCF, ACIMCF, ATCUZ, ARCUZ, ACICUZ, with:
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TABLE 3.11

LOAD SHARES, 1979 NUMBERS OF DEGREE-DAYS, AND AVERAGE ANNUAL NUMBERS OF DEGREE-DAYS

Residential Shares

Base Load
Space-Heating Load

Commercial Shares

Base Load
Space—-Heating Load

Industrial Shares

Base Load
Space~Heating Load

Commercial/Industrial
Shares .

Base Load
Space-Heating Load

Total Market Shares

Base Load
Space-Heating Load

1979 Degree—Days

Average Annual Degree Days

LILCO CGO PG&E NFGDC EOGC PNG
0.417 0.261 0.258 0.264 0.227 0.308
0.583 0.739 0.742 0.736 0.773 0.692
N.A. 0.326 0.754 0.262 0.218 0.444
N.A. 0.674 0.246 0.738 0.782 0.556
N. A. 0.882 0.779 0.759% 0.834 - 0.979
N. A. 0.118 0.221 0.241 0.166 0.021
0.438 0.685 0.757 0.584 0.633 0.789
0.562 0.315 0.243 0.416 0.367 0.211
0.579 0.506 0.488 0.423 0.450 0.606
0.421 0. 494 0.512 0.577 0.550 0. 394
4622 6286 3744 7026 6574 6818
5137 5857 3998 6927 6258 6710

Source: Author's calculations.



ATMCF = ACT * TMCF (3.35)
ARMCF = ACR * RMCF (3.36)
ACIMCF = ACCI * CIMCF (3.37)
ATCUZ = ACT * TCUZ (3.38)
ARCUZ = ACR * RCUZ (3.39)
ACICUZ = ACCI * CICUZ (3.40)

where ACT, ACR, and ACCI are the adjustment coefficients for the total,
residential, and commercial/industrial markets. The cost functions
reflecting the effects of normalized sales and customer sizes are obtained

by combining equations (3.11)-(3.12) and equations (3.35)—(3.40), with:

DPs = (kact” 000y« amMcr®0 * arcuz®0 (3.41)
DPS = [klACR'<°‘1+Bl) % acct (®2+82) 1 & ARMCF®1 #ACTMCF®?
#Arcuz®l *Actcuz®? (3.42)

TABLE 3.12
ADJVSTMENT FACTORS FOR GAS REQUIREMENTS NORMALIZATION

Sector

Commercial/ Total
Company Year Residential Commercial Industrial Industrial Market

LILCO 1979 1.062 N.A. N. A, 1.060 1.044
PG&E 1979 1.049 1.016 1.014 1.016 1.034
NFGDC 1979 0.989 : 0.989 0.997 0.994 0.992
EOGC 1979 0.962 0.962 0,992 0.982 0.973
PNG 1979 0.989 0.991 0.999 0.997 0.994
CGO 1979 0.948 0.953 0.991 0.977 0.965
CGO 1978 0.909 0.917 0.984 0.959 0.937
CGO 1977 0,959 0.963 0.993 0.982 0.972
CGO 1976 0.931 0.937 0.988 0.969 0.953

Source: Author's calculations
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Because of the multiplicative structure of the models, the exponents of the
adjusted variables remain the same, and only the multiplicative constant is
modified. However, the above procedure is not applicable to CGO because
sales pertain to different years. Sales were therefore first normalized,

and the regression analyses reapplied, with:

0.9678 -0.8248 -0.2302

= * % %
DPS 361.,23475 ATMCF(SS.OO) ATCUZ (5.43) TEDN (4.48)
®? = 0.994) (3.43)
_ 0.8502 0.1329 -0.5789
DPS = 446.63782 * ARMCF(H'SO)* ACIMCF(2.13) * ARCUZ (3.57)
-0.2084 -0.2559 2 _
* ACICUZ * = 0.995 A
c (2.70) * TEDN 270 (R 995) (3.44)

The comparison of equations (3.43)-(3.44) and (3.15)-(3.16) shows that CGO
sales normalization brings very small changes in the cost functions, mainly
at the level of the multiplicative constants. The final coefficients of

the models are presented in tables 3.13 and 3.14.

TABLE 3.13
MODELS COEFFICIENTS IN THE CASE OF THE ONE-SECTOR AGGREGATION

Customer

Multiplicative Sales Size Density
Company Constant Elasticity Elasticity Elasticity
LILCO 113,459 0.9617 -0.5371 -0.2622
CGO 361.324 0.9678 -0.8248 -0.2302
PG&E 1,117.444 0.9282 -0.9108 -0, 2864
NFGDC 462.715 0.9772 -0,9223 -0.1856
EOGC 589.978 0.9308 -0.7754 -0.0771
PNG 106.012 1.0246 -0,7933 -0,0000

Source: Author's calculations.
Note, in table 3.14, that the high residential customer size

elasticities for NFGDC and PNG lead to very high multiplicative constants

necessary to calibrate the functions.
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TABLE 3,14

MODELS COEFFICIENTS IN THE CASE OF THE TWO-SECTOR AGGREGATION

Commercial/
Commercial/ Residential Industrial
Residential Industrial Customer Customer
Multiplicative Sales Sales Size Size Density
Company Constant Elasticity Elasticity Elasticity Elasticity Elasticity
LILCO 270.65 0.6783 0.2625 -0.1756 -0.2789 -0.2505
CGO Li6.64 0.8502 0.1329 -0.5789 -0.2084 ~0.2559
PG&E 397.02 0.7872 0,1435 ~0.4416 -0.1437 ~0.2746
NFGDC 143,738.80 0.6863 0.3401 ~1.6755 ~-0.3167 -0.2049
EOGC 434,50 0.7494 0.1649 -0.5035 -0.0985 -0.0672
PNG 1,709,431.80 0.6186 0.5103 -2.1955 -0.5290 -0.0000

Source:

Author's calculations.



Explanatory Variables

Two tategories of variables that may explain the variations of the
elasti¢ities presented in tables 3.13 and 3.14 have been ¢tonsidered:

(1) load-related variables, and (2) market—-size-related variables.

In addition to the spate-heating and base load shares &omputed and
presented in the previous seétion, different types of locad faétors have
been ¢tomputed. Given the typital monthly load equation (3.27), and given
the maximum of the twelve, 30-year, average monthly degree-day values,

DDyaxs @ monthly load factor ¢an be éomputed, for settor 1, as:

12 * BL, 4+ SL, * DDT 1
1 1

LFM,; = — = — (3.45)
12 # BL, + SL, * (12%DD_ ) 2 % DD ]
i i max

1
BLS, + SLS. ﬁ{ J
+ 1 DDT

The above load fattors, based on monthly requirements, do not aétount for
intra-monthly load variations, and therefore éonstitute upper bounds on the
load factors ¢tomputed on the basis of daily or hourly flo&s. Suth flows
are not available at the settoral level. However, eaéh tompany inditates,
in the Uniform Statistital Report, its peak—day sendout during the year.
The 1979 peak-day sendouts, PDSyg, and the 1979 altual total annual

sales, TSyg, have been used to dompute a total market daily load faétor,

withs
LFD = TS74/(365 * PDS7g) (3.46)

It is important to note that LFD is based on the aétual 1979 values of

total annual and peak-day sendouts, and not on an average or quantile
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(probability) measure of these variables.” However, it is impossible to
astertain the range of variations of LFD over years without other years
records. The monthly and daily load factors, and the maximum monthly

degree-day values DDy,,, are presented in table 3.15.

TABLE 3.15

LOAD FACTORS AND MAXIMUM MONTHLY DEGREE~-DAYS

Monthly Load Fattors

Maximum

Monthly Commertial Daily Load

Degree=Days Residential Industrial Total  Factor (1979)
Company DDpax Market Market Market Total Market
LILCO 1029 0.550 0.559 0.628 0.354
CGOo 1150 0.499 0.701 0.599 0.425
PG&E 692 0.556 0.793 0.645 0.494
NFGDC 1280 0.527 0.664 0.587 0.436
EOGC 1208 0.496 0.674 0.580 0.404
PNG 1414 0.486 0.756 0.624 0.556

Sourées Author's ¢alculations.

In addition to or instead of the load fattors, it is possible that
market size has an impact on the elasticities values. Such an influence
cannot be measured within a given servite area because the model tested
explicitly assumes constant elasticities., However, if such an influence
does exist, then the inter-utility variations might be explained by size
parameters characterizing the whole service area. The mean values,
ad justed for normal weather, of total and se¢toral sales and customer sizes
for the sets of ¢ommunities ¢onsidered for eath utility have been selected

as possible explanatory variables. They are presented in table 3.16.

5Based on the observed distribution of daily temperatures (or degree-
days), a quantile measure of the daily sendout is estimated by the gas
utility and used to determine the level of the ¢ontraét demand with its
supplier(s). This measure ¢orresponds to a very low probability of
occurrence. Using such a measure (unfortunately unavailable) would lead to
the calculation of a quantile measure of the load factor, or “contractual”
load factor, that would, most likely, be lower than LFD.
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The Results

The various dependent variables were regressed on the independent
ones with both additive and multiplicative specifications. Only simple
regression models with one independent variable were considered, mainly
because of the small size (6) of the sample. In general, the load shares
and monthly load factors turned out to be higly insignificant in explaining
the variations of the independent variables, possibly because the monthly
aggregation of the data hides a significant intra-monthly variability.
Such an explanation is supported by the fact that the daily load factor LFD
turns out to be a satisfactory explanatory variable, as discussed below.

The best fits are presented below for the one- and two-sector models.

a. Case of the One-Sector Model

The relevant variables are noted as follows:

YTF: total sales elasticity

YTZ: total customer size elasticity
YTD: population density elasticity
XTF : average total sales

XLFD: daily load factor

XD: average population density

The total sales elasticity is best explained by theyaverage total
sales. The additive and multiplicative models are equivalent from the

viewpoint of the residual sum of squares criterion, with:

YTF = 1.006498 - 0.1658818 * 1017 % XTF (R2 = 0,403) (3.47)
(1.64)
YTF = 1.4504762 * XTF‘O°0§8036) (R2 = 0.306) (3.48)
1.33

The above results would point out that the larger the market (XTF) the

lower the elasticity (YTF), and thus the larger the system—wide economies
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TABLE 3.16

AVERAGE MARKET SIZE PARAMETERS FOR THE SIX UTILITIES

£6

Commercial/
Industrial
Commercial/ Total Regidential Customer Total Population
Residential Industrial Sales Customer Size Customer Density

Company Sales (MCF) Sales (MCF) (MCF) Size (MCF) (MCF) Size (MCF) (people/acre)
LILCO 415,169 304,293 692,843 86.716 745,088 156.963 9,734
CGO 2,749,610 1,025,960 3,775,570 149,218 700,241 185.334 5.502
PG&E 1,827,815 1,739,220 3,571,712 94.256 1,453,701 176.749 5.960
NFGDC 1,164,969 1,154,172 2,319,060 155.590 2,731.041 291,540 6.053
EOGC 1,402,734 2,141,275 3,540,149 167.463 3,404,882 388,219 4,186
PNG 476,086 613,004 1,092,571 147,361 283.386 2,615

1,025.545

Source:

Author's calculations,



of s¢ale. Suth intreasing economies of stale are most likely due to the

wider use and therefore lower unit ¢tost of fixed equipment.

The total customer size elastié¢ity is best explained by the daily load
fac¢tor. The additive and multiplicative models are equivalent with the

residual sum of squares ¢riterion, with:

YTZ = =0,3023144 - 1.108334 * XLFD (RZ2 = 0.312)  (3.49)
(1.35)
YTZ = -1.5163175 * xLFpl 50489 (R2 = 0.408)  (3.50)
(1.66)

The above results would point out that the larger the load fa&tor (XLFD),
the lower the elasticity (YTZ), and thus the larger the localized eéonomies
of stale. This result is tonsistent with the fact that a higher load

factor leads to a better use of fixed tapacity, hence to a lower ¢ost per

unit of annual usage.

The density elasticity is solely related to the average demnsity. The

additive and multiplicative models are equivalent, with:

YTD = 0.0391091 - 0.037482 * XD (RZ = 0.628) (3.51)
(2.60)
YID = 0,258 * 10-5 # xp-- ) 444 (rRZ = 0.707) (3.52)

(3.11)

The above results would point out that the higher the average density the
larger, in absolute terms, the elasti¢ity. In other words, the impact of a
marginal gain in density is higher in the higher density range. Suéh a re-
sult ¢ould be expetted: in highly dense urban areas, the same pipeline
layout may serve the same buildings pattern, whatever their number of
stories and the number of gas customers tﬁey contain, hente the signifi¢ant

economies of stale achieved if additional stories are éonsidered.
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b. Case of the Two~Sector Model

The relevant variables are noted as follows:

YRF:
YCF:
YRZ:
YCZ:
YSD:
XRF:
XCF:
XRZ:
XCZ:

XLFD:

XD:

residential sales elasticity
commercial/industrial sales elasticity
residential customer size elasticity
commercial/industrial customer size elasticity
population density elasticity

average residential sales

average commercial/industrial sales

average residential customer size

average commercial/industrial customer size
daily load factor

average population density

The residential sales elasticity is best explained by the average

residential sales. The multiplicative and additive models are statis-

tically equivalent, with:

YRF

YRF

0.60667 + 0.9077469 * 10~7 * XRF  (R2 = 0.905) (3.53)
(6.17)

0.1046 * xRrpO:13924 ®?% = 0.821) (3.54)
(4.29)

The above results would point out that the larger the residential market

the lower the rate of economies of scale. Such a sectoral effect is in

contradiction with the same result pertaining to the total market

(equations 3.47 and 3.48). However, the residential market effect is com-

pensated by the opposite effect in the commercial/industrial sector, for

which the following equivalent models have been obtained:

YCF

YCF

H

0.39942 - 0.120743 * 1076 * XCF (R2 = 0.318) (3.55)
(1.36)

~0.39986

56,5957 * XCF (R2 = 0,284) (3.56)

(1.26)
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The ¢ustomer-size~related elasticities, YRZ and YCZ, are best ex-
plained by the daily load faétor, XLFD. 1In the ¢ase of the residential

settor, the following equivalent models have been obtained:

YRZ = 2.65454 - 8.058268 * XLFD  (R% = 0.500) (3.57)
(2.00)

YRZ = =23,7464 * XLFD““3°3J

(R2 = 0.548) (3.58)
(2,20)

The additive model only is appropriate in the ease of the
¢ommeréial/industrial seétor with:

YCZ = 0.2602 ~ 1.175655 * XLFD (RZ = 0,295) (3.59)
(1.29)

The above results are in agreement with those obtained in the ¢ase of the
one-set¢tor model. They probably would have been muéh better if seétoral
daily load factors had been available.

Finally, as for the one-settor model, the density elastiéity 1s best
explained by the average density, with the following equivalent models:

YSD = 0.03051 - 0.036307 * XD (R2 = 0.572) (3.60)
(2.31)
YSD = ~0,249 * 1072 * XD6'01187 (RZ = 0.708) (3.61)

(3.11)

In ¢onclusion, the results obtained in the two-seétor &ase are in

agreement with those obtained in the one-se&tor ease. These results may be

summarized as follows:
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l. Sectoral sales elasticities are sensitive to sectoral market sizes,
but in different ways: higher etonomies of scale are achieved with
larger commercial/industrial markets, and the reverse is true for
the residential market.

2. Higher economies of scale are achieved at the lotal level with
higher daily load fadétors.

3. Higher economies of scale are achieved with higher population

densities.

In view of the small sample (6 tompanies) used, a generalized usuage of the
previous equations might be somewhat hazardous., Nevertheless, they clearly
point to interesting trends, whith should be ¢tonfirmed by a wider analysis

pertaining to more companies.

Extensions of the Distribution Plant Cost Funétions

The availability of additional, more precise data for two utilities—-
Pacifit Gas and Elet¢tric Company and Peoples Natural Gas—-made it possible
to extend in various ways the models presented in the previous sections and
to test more éomplex spelifitations. These extensions are presented in

this section.

Pacifi¢ Gas and Electri¢ Company

a. Sales Normalization Impact Analysis

PG&E service area is divided dinto 13 divisions: Coast Valley,
Colgate, De Sabla, Drum, East Bay, Humboldt, North Bay, Sacramento, San
Francisto, San Joaquin, San Jose, Shasta, and Stotkton. Specific variables
were computed on the basis of division-level data and assigned to the

tommunities in¢luded in the ¢orresponding divisions.
Monthly load data for 1979, provided by PG&E for the specifi¢ purposes

of this study, were regressed on the ¢torresponding 1979 monthly degree-days

(with 70°F as a basis). The resulting load equations are presented in
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appendix D. Given the 30-year average values for the monthly and annual
degree—days, the following variables were computed: base locad and space-
heating load shares, sales normalization adjustment coefficients for 1979,
and normalized monthly load factors. These calculations follow the
procedure developed in the previous section. The various degree~day data

and the values of the above variables are alsc presented in appendix D.

Using the same notations for normalized sales and customer sizes as in

section 3, the one- and two-sector adjusted models are:

] 0.9127 ~0.8979 ~0.2554
DPS = 1251.5349 * ATMCF x % .
(36.18)" ATCUZ 15 ggy * TEDN (750,
(®? = 0.936) (3.62)
) 0.7575 0.1593 ~0.3630
DPS = 350.64629 * ARMCF % % .
(11.80) " ACTMCE () 50y * ARCUZ (1" 0
-0.1613 '
* ACICUZ ~0.2465 2
(2.72) * TEoN~0; 2065 (R® = 0.940) (3.63)

Unsatisfactory results were obtained for the three-sector model. The com-
parison of the sales adjusted models (3.62)-(3.63) with the original médels
(3.17)=(3.18) shows that using normalized sales at the division/community
level does not improve the statiséical fit (similar Rz's) and that the

elasticity coefficients are only very slightly modified.

b. Degree-Days Impact Analysis

In this section, the normalized sales and customer size variables are
conplemented by the normal (30-year average) maximum monthly degree-days,

DbM. The following fits were obtained for the one- and two-sector models:

0.9157 -0.8979 ~0,2368
DPS = 16.310613 * ATMCF * ATCUZ * TEDN
(37.08) (16.19) (6.68)
% ppM0: 0322 (R2 = 0.940) (3.64)

(2.27)
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0.7492 0.1773 -0.0878

= % % *
DPS 0.09798705 ARMCF(12‘37) ACIMCF(3.17) ARCUZ (0.38)
~0.1778 ~0.2132 1.0490
*
*ACICUZ (3.17) TEDN (6.16) *® DDM(3.47)
(R% = 0.947) (3.65)

The above models slightly improve over models (3.62)=(3.63): their R2's
are higher, DDM has the expected sign, and it is statistically significant.
One drawback is the low significance of ARCUZ in model (3.65).

Accordingly, the two-sector model was recalibrated without ARCUZ, leading

to:

DPS = 0.05526552 * ARMCFO* 7337 % actMcr0+ 1927 « ac1cyz™0-1908
(16.34) (4.98) (4.28)
-0.2097 1.0893
* * : 2 =
TEDN(,“57) % DM 3000 (R2 = 0,947) (3.66)

Model (3.66) is clearly more satisfactory than model (3.65) because all its
coefficients have a high level of significance. Their R2's turn out to

be the same when rounded up to three decimal digits.

c. Load Structure Impact Analysis

The analysis of the impacts of the space-heating load shares and load

factors has been carried for both the one- and two-sector models.

In the case of the one-sector model, the load share varlable appeared
inappropriate, having the wrong sign. On the other hand, the total market
monthly load factor, LFTM, turned out to have the expected negative sign,
that is, the higher the lcad factor the lower the cost, all other things
remaining equal. The following models, with and without the degree-day

variable DDM, were obtained:

0.9121 ~-0.8879 -0.2429
DPS = 1001.602 * * .
0 ATMCF(36.61) ATCUZ(15.77) * TEDN (6.84)

0,383 (R? = 0.938) (3.67)
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DPS = 35.561977 % ATMCF: 2148 & prcyzs0:8929 ~0.2344

(36.92) (15.95) * TEDN(¢ 57)
0.5190 -0.1911 2
* .
PPM(10s5) * LT (4’ 7g) (R® = 0.941) (3.68)

The significance of LFTM in model (3.68) is rather low, most likely
because of its significant correlation (-0.53) with the degree-~day variable
DDM, which turns out to be more powerful in explaining cost variations than
the load factor variable. Model (3.64) presented in the previous section

can be considered superior to the above two models,

In the case of the two-sector model, the load share variables had
again to be discarded because they turned out to have the wrong sign. How-
ever, the monthly sectoral load factors - LFRM for the residential sector
and LFCIM for the commercial/industrial sector - turned out to have the
expected sign. The following models, with and without the degree~day vari-
able DDM, were obtained:

DPS = 71.316948 * ARMCFO: 7412 % actvcrO:1785 & speyy=0-1021

(11.96) (3.12) (0.44)
* ACICUZ—?é?ggg * LFRM_%é?ggi * LFCIM-?6%8§§ *TEDN_%é?igz
(R* = 0.946) (3.69)
DPS = 0.50666563 * ARMCF?i;?ig)* ACIMCF?&??%Z * ARCUZ—?é?SS? *
iz 1582+ %4+ ron S ¢ 1S
TEDN ;200 &% = 0.948) (3.70)
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The significance of LFCIM is relatively weak in both models but
remains stable. On the other hand, the significance of ARCUZ, already
quite low in model (3.69), further decreases in model (3.70) when the'
degree—-day variable DDM is added. This result is most likely due to
multicollinearity among the variables ARCUZ, LFRM, and DDM, and this
feature was already noted in the case of model (3.65). The model was
recomputed without the variables ARCUZ and LFCIM, leading to a much more

satisfactory fit:

DPS = 0.37455456 % ARMCFO: /323 & actyerC:1929 =0.1920 4
(16.43) CF(S.OZ) ACICUZ (4.34)
-0.4227 0.7646 -0
LFRM % : .2051 2
(1.49) * DPM(y 15y * TEDN ((“720 (R™ = 0.948) (3.71)

Peoples Natural Gas

a. Replacement Costs Analysis

The replacement (or reproduction) value, at the end of 1979, of the
total distribution plant has been provided bv PNG for 96 communities. This
value has been computed by applying the appropriate Handy-Whitman index to
the different plant vintages that make up the distribution plant. If the
distribution plant vintages are distributed similarily, percentage-wise,
across all the communities, then the regression models obtained by using
historical and replacement costs should only differ with fespect to the
multiplicative constants, the ratio of which should be equal to the con-
stant replacement multiplier. While the above assumption is unlikely to be
exactly verified in most cases because of the different historical
evolutions of the distribution plant (and of the gas customers market) in
the different communities of a utility's service area, the exact deviation
is generally very difficult to assess. To do so, a complete analysis of
community plant vintages would be necessary. However, many utilities Ao
not keep such records at the community level, thus precluding such

analysis.
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In a first stage, the analysis was applied to the 21 communities for
which density data are available. The average replacement value of the
distribution plant for these communities is $4,915,069. The corresponding
historical value is $1,871,923, leading to a replacement ratio of 2.6257
(= 4,915,069/1,871,923). The replacement multiplier defined for each of
the 96 communities varies between 1.700 and 5,912, with a mean of 2.631 and
a standard deviation of 0.688. Although the variability of this parameter
is not very great, it clearly shows that the vintage structure of the dis-
tribution plant across communities is not homogeneous. The replacement
value of the distribution plant is noted RDPS., The following models were

obtained for the three levels of sector aggregation:

o 1.0762 ~0.9338 2
RDPS = 299.6227 * TM % =
CF (36 30)* 100273 0y (&% = 0.988) (3.72)
RDPS = 22,600.335 % ayce0-8442 4 0.2672 ~1.4913
(13.21)" CTMCE (3 gy * ROUZ (0 0.0 *
~0.2486
CICU rZ
z (2.09) (R™ = 0.991) (3.73)
RDPS = 58,449.008 * micg®: 7010 & 0,4169 0.0402
’ (6.12) * FMCF(p 31y * IMCF 5"o03
~1.5407 ~0.3266 -
% RCUZ %* ° 0.0665
(4.76) * CCUZ (1750y * TCUZT 17y
2
(®? = 0,992) (3.74)

The comparison of models (3.72) - (3.73) with the historical cost models
(3.25) = (3.26) shows that (1) the RZ's with replacement costs are

higher, (2) the regression coefficients have higher t-statistics, and (3)
there are significant changes in the regression coefficients values, in
particular for the two-sector model. As in the previous analyses, the
density variable turned out to be insignificant and was discarded. Notable
is also the fact that an acceptable three-sector model was obtained, where
all the coefficients display the correct sign and expected relative
magnitudes, with, however, rather low significances for the

industrial-sector related wvariables.
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In view of the insignificant role of the density variable, the basic

sample was extended to the 96 commmunities with replacement plant values,

and the previous analysis was applied to this extended sample.

The means

and standard deviations of the variables considered are presented in table

3.17.

The following models were obtained for the three levels of aggrega-

tion.

One—-Sector Models

DPS = 201.16692 * tMcrL; 0011 & 70y,=0.8655

(44 .48) (12.89) (R =0.955)
) 1.0313 ~0.8947 2
RDPS = 427.30883 * TMCF % R? -
(47.08)" "V%(13,49y (R = 0.960)
Two-Sector Models
. 0.6965 0.3239 -
DPS = 5,925.6875 * RMCF % 1.1695
: (9.04) = CTMCE(37g3y * RCUZ (7013
~0.2699
. 2
creuz” %S (R® = 0.957)
RDPS = 696.93002 % Rucy0: 6946 & 0.3638 ~0.5551
(9.28) * CHMCF(;Th0y * ROUZ 5700
~0.3300
. 2
CICUZ (3.30) (R = 0.961)
Three~Sector Models
_ 0.6538 0.3385 0.0792
DPS = 8,159.4986 * RMCF % CMCF x '
(8.17) CF(3.64) * TMCF (] '53)
-1.1135 ~0.3135 ~0.0846 . 2
RCUZ % * . _
(3.92) CCUz (2.33) ICUZ (1.55) (R~ = 0.957)
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TABLE 3.17

VARTABLES DEFINITIONS, MEANS, AND STANDARD DEVIATIONS - EXTENDED PNG SAMPLE

Standard
Variable Definition Mean Deviation
RDPS Replacement Value of the Distribution Plant ($) - End of
1979 1,395,992 4,244,396
DPS Historical Value of the Distribution Plant ($) - End of
1979 530,150 1,600,733
TMCF Total Gas Sales (MCF) - 1979 310,509 899,993
RMCF Residential Gas Sales (MCF) - 1979 142,218 370,072
CMCF Commercial Gas Sales (MCF) - 1979 82,781 209,418
IMCF Industrial Gas Sales (MCF) - 1979 85,510 375,755
CIMCF Commercial /Industrial Gas Sales (MCF) - 1979 168,292 564,950
TCUZ Total Customer Size (MCF) - 1979 280.414 246,607
RCUZ Residential Customer Size (MCF) - 1979 148.970 14.379
CCUZ Commercial Customer Size (MCF) - 1979 509,357 206,407
icuz Industrial Customer Size (MCF) -~ 1979 13,513.21 25,439.163
CICUZ Commercial/Industrial Customer Size (MCF) — 1979 992.240  1,192.688

Source: Author's calculations



RDPS = 508.02416 * RMCFO: 0298 & uep0:3721 4 1yop0-1133

(8.40) (4.30) (2.36)
-0.4381 ~0.2608 ~0.1256
* * % °
RCUZ (1.66) CCUZ (2.08) ICUZ (2.48)
(% = 0.965) (3.80)

In general, the replacement cost models' performances are better, although
by a narrow margin, than those of the historical cost models, as measured
both by the R2 and the t-statistics., It should be noted that the sales
elasticities are very close in both models, and the major difference lies
with the residential customer size elasticity., The impact of this vari-

able is less in the case of the replacement cost models.

b. Load Factor and Degree-Day Impact Analysis

The 1979 maximum day sendout and total sales were used to compute the
1979 daily load factor for 88 communities for which the maximum day sendout
is availab