Modeling Variation in Mass–Length Relations and Condition Indices of Lake Trout and Chinook Salmon in Lake Huron: a Hierarchical Bayesian Approach
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Abstract.—Commonly used approaches to studying mass–length relations and condition indices often do not adequately address covariance between mass–length parameters, usually ignore heterogeneity in individual variance for body mass at a given length, and assume that length distributions of fish samples are similar across regions and years. We used body mass at selected lengths as condition indices based on statistical modeling and a hierarchical Bayesian approach to inferences, and our approach allowed us to avoid using restrictive assumptions. We estimated spatial and annual variation in mass–length relations, where the process errors in parameters are drawn from a multivariate distribution. We also estimated region-, year-, and size-group-specific variance for individual variation in mass at given lengths. We applied our approach to study mass–length relations of lake trout Salvelinus namaycush (1977–2005) and Chinook salmon Oncorhynchus tshawytscha (1983–2004) in U.S. waters of Lake Huron. We found that small lake trout were able to maintain their condition in response to declines in prey availability, whereas Chinook salmon of the same size could not. Similarly, large Chinook salmon exhibited a greater and more rapid decline in body condition than did lake trout of the same size. We also found that spatial differences in recent temporal trends in condition of large fish altered the ranks of the three lake trout management regions. Ignoring spatial heterogeneity led to a biased overall average mass–length relation for lake trout. The large temporal variation in mass–length parameters suggested that it was better not to assume isometric growth for a specific year, even though the overall average exponent for Chinook salmon was nearly 3.0. In our study, conventional application of Fulton’s condition factor to a relatively narrow size range was able to capture qualitative long-term trends but missed some important short-term changes because of the additional variation of length-related bias and the limitation of sample sizes.

Mass–length relations and condition indices constitute a basis for studying physiological condition of fish populations (LeCren 1951; Murphy et al. 1990; Anderson and Neumann 1996; Blackwell et al. 2000) and are also major components in fishery stock assessment (Dutil et al. 1999; Quinn and Deriso 1999; Kimmerer et al. 2005). Many studies have continued to develop condition indices or improve their use in animal ecology, particularly in fishes (Green 2001; Brenden et al. 2003; Lai and Helser 2004; Gerow et al. 2005; Froese 2006). The visibility of condition indices in fisheries literature is very high, and declines in fish condition are commonly of concern (Lambert and Dutil 1997; Cardinale and Arrhenius 2000; Madenjian et al. 2003; Marshall et al. 2004). Such concerns often have direct connections with the...
decreases in fish survival or recruitment, as associated with poor energetic status (Henderson and Morgan 2002; Hartman and Margraf 2003; Van Horn 2003; Nalepa et al. 2005; Winter et al. 2005; Peters et al. 2007). It is surprising, however, that only a few published studies have addressed both spatial and annual variations in fish condition (Filbert and Hawkins 1995; Meretsky et al. 2000) or have compared changes in body condition among fish species and among size-groups within a fish population (Murphy et al. 1990; Porath and Peters 1997; Porath et al. 2003). Such comparisons are basic information required for ecosystem-based fishery management.

The scarcity of such studies stems partially from the limitation of condition indices or the ways these condition indices are applied. Commonly used condition indices are meaningful when comparing individuals of the same length or populations with similar length distributions, because fish often grow allometrically (Bolger and Connolly 1989; Cone 1989; Springer et al. 1990; Froese 2006). A difference in condition indices among populations differing in length distributions may only reflect static allometric growth rather than any difference in fish condition. One possible way to adequately apply common condition indices is to evaluate the condition of fish with different lengths and examine the length-specific condition responses to changes in the environment. Such approaches, however, typically encounter issues related to small sample size as data are partitioned into areas, time periods, and restricted size-categories.

Another approach for dealing with fish size effects on condition indices is to adopt a statistical modeling approach in which body mass is a power function of body length and plausible statistical assumptions are made to evaluate how parameters vary spatially and temporally. This approach has also been criticized because the two parameters of a power function are inversely related and cannot be used directly as condition indices (Bolger and Connolly 1989; Springer et al. 1990). Many recent studies have used body mass at two or more selected lengths as condition indices (e.g., Winters and Wheeler 1994; Filbert and Hawkins 1995; Meretsky et al. 2000), but these analyses usually require sampling efforts beyond regular and routine sampling programs (Kimmerer et al. 2005). We build on general tactics of the statistical modeling approach to develop a new method for (1) quantifying spatial and annual variation in condition indices, (2) comparing annual changes in condition indices between two predatory fish species, and (3) showing size-specific changes in fish condition. Our method is based on a hierarchical Bayesian approach to statistical inference that has been applied to fish growth models (Pilling et al. 2002; Helser and Lai 2004; He and Bence, in press). We applied our method to lake trout Salvelinus namaycush and Chinook salmon Oncorhynchus tshawytscha in Lake Huron, where there have been major changes in both growth and body condition of the two species. For comparative purposes, we also employed a conventional analysis of Fulton’s condition factor (K; Ricker 1975; Anderson and Neumann 1996; Nash et al. 2006) using the same data from which our improved condition indices were developed.

Methods

Study area and background.—We analyzed mass and length data for lake trout and Chinook salmon captured in U.S. waters of Lake Huron. Both species have been stocked in the Laurentian Great Lakes of North America since the late 1960s. Lake trout are stocked to rebuild self-sustaining populations of this native predator (Hansen 1999). Chinook salmon are stocked to support a recreational fishery and to control the invasive alewives Alosa pseudoharengus, particularly in Lakes Huron, Ontario, and Michigan (Tody and Tanner 1966; Kocik and Jones 1999). Since predator populations were reestablished in these lakes and since lake productivity declined in Lake Ontario, there have been declines in alewife size at age and population biomass (Henderson and Brown 1985; Jude and Tesar 1985; O’Gorman et al. 1997, 2004; Madenjian et al. 2003, 2005). From the low growth and low abundance levels, prey fish biomass further declined substantially during 2003–2005 in Lake Huron, and the population biomass of alewives decreased by 99% (S. Riley, J. Schaeffer, and E. Roseman, U.S. Geological Survey [USGS], Great Lakes Science Center, personal communication). The alewife is a key prey species in the Great Lakes, and the health of lake trout and Chinook salmon fisheries depend on food web balance (Stewart et al. 1981; Stewart and Ibarra 1991; Jones et al. 1993; Rand and Stewart 1998a, 1998b). Studies in Lake Michigan have suggested that declines in prey availability can have substantial effects on energetic status and survival of Chinook salmon (Holey et al. 1998; Peters et al. 2007). In this study, we analyzed how mass–length relations and body condition of the two predatory fish species in Lake Huron have responded to changes in lake productivity and prey fish biomass during the past three decades.

Lake trout and Chinook salmon data.—Lake trout mass–length relations and condition were analyzed from data collected during an annual spring (May and early June) gill-net survey in Michigan waters of Lake Huron from 1977 to 2005. The survey was conducted by the Alpena Fisheries Research Station of the
Michigan Department of Natural Resources (MDNR); the MDNR and Chippewa Ottawa Resource Authority have conducted the survey cooperatively since 1991. The survey used 1.83-m-high multifilament nylon gill nets that consisted of nine 30.5-m panels ranging in mesh size from 50.8 to 152.4 mm (mesh increment = 12.7 mm). The nets were set overnight on the bottom across depth contours of 10–50 m. Every lake trout captured in the survey was measured for total length (TL, nearest mm) and mass (nearest 0.01 kg). We used all data for 40,021 lake trout collected over the 29-year period. For the purpose of lake trout stock assessment and fisheries management, Lake Huron’s main basin has been divided into northern, north-central, and southern regions (Smith et al. 1961; Ebener 1998; Sitar et al. 1999; Wilberg et al. 2002; Johnson et al. 2004). Length and body mass information were available from at least 200 lake trout/region for each year.

Chinook salmon TL and body mass data for 1983–2004 were obtained from an annual creel survey of the sport fishery in Michigan waters of Lake Huron. The creel survey was conducted by the MDNR Charlevoix Fisheries Research Station (Rakoczy and Svoboda 1997; Bence and Smith 1999). Fish samples were collected at major ports on Lake Huron. Both TL (nearest mm) and body mass (nearest 0.01 kg) were measured at a site where charter boats and anglers returned to shore. We restricted our analysis to fish caught during August of each year because it was the month with the largest number of biological samples in most years. We used all data for 6,076 Chinook salmon collected during the 22-year period. At least 108 Chinook salmon were sampled in each year except 1990, when only 54 were sampled. Given that Chinook salmon forage over a much wider range than lake trout in Lake Huron (Adlerstein et al. 2007a, 2007b) and because of the much smaller annual sample size for Chinook salmon than for lake trout, we analyzed Chinook salmon samples without stratifying by lake regions.

In comparing body condition between lake trout and Chinook salmon and among size-groups within a species, we emphasized how condition indices changed among years. In doing so, we acknowledge that Chinook salmon condition should be higher than lake trout condition, because lake trout data were from May and early June collections and Chinook salmon data were from August collections. Anglers may also release fish with low body mass for a given length, although this is probably a rare occurrence. For these reasons, condition of sampled Chinook salmon may have been better than the population average during a given year.

Hierarchical model structure for modeling variation in body mass of a given length.—Our models used two levels of parameters (Figure 1). In this subsection, we describe the functions of the first- and second-level parameters (the latter are also termed hyperparameters), and the links between the two levels. In the next subsection, we further describe the structure of our hierarchical Bayesian approach to inferences.

The first-level parameters included the central tendency parameters for an overall mass–length relation, the spatial and annual variation in parameters of mass–length relations, and the parameters for individual variation in body mass at a given length. These first-level parameters directly determined the distributions of individual mass at a given length:

\[ W_{r,y,s,j} \sim \text{LN}(W_{r,y,L}, \sigma^2_{r,y,s}), \]

\[ W_{r,y,L} = ar_yL^{br_y}, \]

\[ \log_e(a_{r,y}) = \log_e(a_r)\exp(e_{a_{r,y}}), \]

and

\[ b_{r,y} = b_r\exp(e_{b_{r,y}}). \]

Here, \( W_{r,y,s,j} \) is the jth observation of individual body mass (kg) from region r, year y, and size-group s; \( \text{LN} \) indicates that \( W_{r,y,s,j} \) follows a lognormal distribution; \( W_{r,y,L} \) is the median body mass in region r and year y for a fish with a TL (mm) of L (Baskerville 1972; Sprugel 1983; Hayes et al. 1995); \( \sigma^2_{r,y,s} \) is the variance of log-transformed body mass at length for a specific region, year, and size-group. The coefficient \( a_{r,y} \) and exponent \( b_{r,y} \) could vary among regions and years, with region-specific central tendencies (log(\( a_r \)) and \( b_r \)). We assumed that the process errors in mass–length parameters were multiplicative, and they were specific to the combination of a parameter, region, and year (\( e_{a_{r,y}} \) and \( e_{b_{r,y}} \)). The two central tendency parameters
and their process errors were in different scales because of the linear relation after log transformation of both sides of equation (2).

All first-level parameters (i.e., \( \log_{10}[a_r] \), \( b_r \), \( e_{a, r, y} \), \( e_{b, r, y} \), and \( \sigma_{r, y}^2 \)) were estimated in our models. From the first four parameters, the models calculated the power function coefficients \( a_r \) and exponents \( b_r \) (equations 3 and 4) and predicted body mass from body length (equation 2). These four parameters together with \( \sigma_{r, y}^2 \) described the distribution of individual mass at a given length (equation 1).

In our analysis, the among-individual variance \( \sigma_{r, y}^2 \) was specific to region, year, and size-group, and this distinguished our approach from many others that assume homogeneous variances. Ignoring variance heterogeneity when it does exist can lead to biased estimation of mass–length relations and biased prediction of body mass at length. We avoided these potential biases by explicitly estimating \( \sigma_{r, y}^2 \), which in turn appropriately weighted data from each region, year, and size-group. Our allowance for heterogeneous variances represented the same concept as inverse variance weighting in weighted least-squares regression (Neter et al. 1996). There were three spatial regions for lake trout and only one spatial region for Chinook salmon in our analysis, as described in the previous subsection. Based on residual plots of preliminary modeling fits, we defined four length-groups for each species (<350, 350–550, 550–750, and >750 mm for lake trout; <450, 450–650, 650–850, and >850 mm for Chinook salmon).

The second-level parameters (i.e., hyperparameters; Figure 1) represented another essential feature of our approach that distinguished our analyses from most other analyses of mass–length relations. Such a hierarchical model structure is useful when some parameters can be viewed as being related and, thus, as being a set of samples from a common probability distribution (Gelman et al. 2004; He and Bence, 2007). We used our models to estimate the three hyperparameters that determined the variances of process errors in \( a \) and \( b \) and the covariance between these process errors. Our intent in using this multivariate distribution for process errors was to avoid overfitting, which can occur when a large number of parameters are estimated without taking advantage of such a common distribution (Gelman et al. 2004:117). Our hierarchical model structure is similar in concept to a mixed-model analysis of variance applied in a non-Bayesian estimation of mass–length relations (Lai and Helser 2004).

Based on our preliminary analyses (using methods described below in Model comparisons and consideration of reduced models), we decided to use the same variance–covariance matrix \( \Sigma_e \) for lake trout in the three lake regions; thus, we used a reduced form of equations (3)–(6) with lakewide central tendencies of log \( a \) and \( b \). Our preliminary analyses agreed with Froese (2006) in that the correlation between \( a \) and \( b \) was invariant within a fish species.

Hierarchical Bayesian approach to inference.—Our statistical inferences on first-level parameters, hyperparameters, and predicted quantities were based on posterior distributions. On the logarithm scale, we specified the joint posterior density as the sum of the log-transformed likelihood function, log-transformed prior probability distributions, and log-transformed hyperpriors.

The likelihood function was based on the distribution specified by equation (1), and its distributional parameters were model-predicted body mass at length and model-estimated variance for individual variation in body mass at length. The prior probability distribution for a first-level parameter (prior) or a hyperparameter (hyperprior) encompassed our assumptions about all possible values for the parameter or hyperparameter. We assumed lognormal distributions for positive quantities and normal distributions for quantities that could be either positive or negative. For \( r \), the normal distribution followed Fisher’s zeta transformation (inverse hyperbolic tangent; Neter et al. 1996; Zar 1999).

The hyperparameters in our models were the estimated distributional parameters that specified the prior for process errors (\( e_{a, r, y} \) and \( e_{b, r, y} \)), while the hyperpriors for hyperparameters and the priors for other first-level parameters were assumed known and their distributional parameters were specified a priori.
Table 1.—Log-posteriors, specified as the sum of log likelihood (logL), log-priors (logP), and log-hyperpriors (log\(P_\gamma\)), used to model variation in body mass at a given length in Lake Huron lake trout and Chinook salmon. The likelihood \(L(\theta|X)\) quantifies how likely the set of parameters and hyperparameters \(\theta\) is given the available data \(X\). The functions \(f\) with distributional parameters are specified as normal (N), lognormal (LN), multivariate normal (MN), or multivariate lognormal (MLN). Underlined symbol denotes a vector. Parameters, hyperparameters, and predicted quantities are defined in equations (1)–(6). In addition, \(\gamma\) is equal to \((a, b)^T\) and \(z(r)\) is Fisher’s zeta transformation of the correlation coefficient \(r\) (Neter et al. 1996; Zar 1999). See Table 2 for more about these functions.

<table>
<thead>
<tr>
<th>Description</th>
<th>Equation</th>
<th>Number of observations</th>
<th>Values for distributional parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood</td>
<td>(\log L(\theta</td>
<td>X) = \sum_i \sum_x f_N(W_{x,i}, 1, \sigma_{x,i}^2))</td>
<td>Number of fish by region, year and size-group (W_{x,i,1}) and (\sigma_{x,i}^2) are estimated by the model log((0,1), 2.0)</td>
</tr>
<tr>
<td>Log-prior for (\sigma_{x,i}^2)</td>
<td>(f_N(\sigma_{x,i}^2</td>
<td>\mu_{\sigma_{x,i}}^2, \sigma_{\sigma_{x,i}}^2))</td>
<td>Sum of numbers of regions, years and size-groups (-20, \log((2.72, [2 0 2]))</td>
</tr>
<tr>
<td>Log-prior for (\beta)</td>
<td>(f_MN(\beta</td>
<td>b, h, \Sigma))</td>
<td>Sum of numbers of regions and years (\Sigma) is determined by estimated hyperparameters.</td>
</tr>
<tr>
<td>Log-hyperprior for (\sigma_{v,i})</td>
<td>(f_MN(\sigma_{v,i}</td>
<td>\mu_{\sigma_{v,i}}, \sigma_{\sigma_{v,i}}^2))</td>
<td>2</td>
</tr>
<tr>
<td>Log-hyperprior for (z(r))</td>
<td>(f_MN(z(r)</td>
<td>\mu_{z(r)}, \sigma_{z(r)}^2))</td>
<td>1, 1</td>
</tr>
</tbody>
</table>

(Figure 1; Table 1). These prespecified distributional parameters were plausible but only weakly informative, and posterior distributions were not sensitive to the priors and hyperpriors (Appendix 1). Thus, the complete posterior distributions were primarily determined by the data or the likelihood function (Schwene 1994; Punt and Hilborn 1997).

We used Markov chain Monte Carlo (MCMC) methods to approximate the posterior distributions of parameters, hyperparameters, and predicted quantities such as likelihood value and our condition indices. Most of these quantities were transformed so that the prior distributions would be normally distributed, and this improved the performance of the MCMC methods. We generated MCMC chains using the Metropolis–Hastings algorithm as implemented in AD Model Builder software (Otter Research 2001). Diagnostic procedures were largely the same as those used by He and Bence (2007) and are summarized in Appendix 2. Predicted quantities were calculated at each cycle of all parameters and hyperparameters in the MCMC chains. From the saved MCMC chains, we calculated the average and equal-tailed probability intervals for each transformed parameter and hyperparameter. In the report of our results, we summarized all marginal posterior distributions on back-transformed scales. The back-transformation to nominal parameters was an antilog calculation in most cases. For \(r\), the back-transformation was a hyperbolic tangent.

Model comparisons and consideration of reduced models.—We used the deviance information criterion (DIC) to compare alternative models, and the purpose of such comparisons was to evaluate whether it was necessary to quantify spatial and annual variation in mass–length relations and predicted body mass at a given length. The DIC is used to compare models in Bayesian analyses and is similar in concept to Akaike’s information criterion, which is more widely used in non-Bayesian applications. A model with the lowest DIC should produce the lowest parameter uncertainty and the best predictions of out-of-sample observations (Spiegelhalter et al. 2002; Gelman et al. 2004).

\[
\text{DIC} = -2 \log L(\theta|M) + n_c, \\
\text{where } n_c = -2 \log L(\theta|\tilde{M}) - \left[-2 \log L(\theta|\tilde{M}) \right], \\
\frac{-2 \log L(\theta|M)}{n_c} \text{ is average log-likelihood over the MCMC}
\]

Table 2.—A log-transformed univariate normal density function \(f_\mu(x)\) for a sample of \(k\) independent observations (i.e., the number of observations in Table 1) and a log-transformed multivariate normal density function \(f_\mu\Sigma(x)\) with ignored constants dropped. The two functions were used to specify the likelihood function, priors, and hyperpriors in Table 1. Here, \(\mu\) is an expected value of variable \(x\), \(\sigma^2\) is a scalar variance, an underlined symbol denotes a vector, and \(\Sigma\) is a variance–covariance matrix. Note that \(f_\mu(x) = f_\mu(\log x)\) and \(f_\mu\Sigma(x) = f_\mu\Sigma(\log x)\), after ignored constants are dropped.

<table>
<thead>
<tr>
<th>Description</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-univariate normal</td>
<td>(f_\mu(x</td>
</tr>
<tr>
<td>Log-multivariate normal</td>
<td>(f_\mu\Sigma(x</td>
</tr>
</tbody>
</table>
chain given a model $M$, $\log L(\hat{\theta} | M)$ is the log-likelihood calculated at mean values for the transformed parameters and hyperparameters over the MCMC chain with $M$, and $n_r$ is a measure of model complexity, referred to as the effective number of parameters. Spiegelhalter et al. (2002) suggested that a model with a DIC score that is seven points lower than alternative models has substantially better predictive ability.

In addition to the full lake trout model in which parameters varied among regions and years, we evaluated four reduced models: (1) southern and north-central regions of Lake Huron were combined for comparison with the northern region; (2) northern and north-central regions were combined for comparison with the southern region; (3) time-invariant mass–length relations were used for each region, and among-individual variation was only assessed among regions and size-groups (i.e., not among years); (4) spatial- and time-invariant mass–length relations were used for all data, and among-individual variation was only assessed among size-groups. For Chinook salmon, there was only one region and thus the only reduced model was the time-invariant model.

Condition indices.—For each combination of region and year, we used posterior median body masses at 500 and 700 mm TL as condition indices and evaluated each index based on its marginal posterior distribution. We chose these two particular lengths because they were both well within the distribution of sampled lengths in each region and year and also allowed for a meaningful contrast between fish of different lengths that can feed on prey of different sizes (Madenjian et al. 1998, 2006; Mason et al. 1998).

Our condition indices relied on our model producing valid predictions of body mass at a given length. We looked at region- and year-specific $a$ and $b$, and we plotted $\log a$ versus $b$ to verify that there were no outliers in the changing mass–length relations. For each combination of region and year, we also looked at differences between observed and predicted body mass on a log scale and plotted the residuals versus body length. Our models produced approximately symmetric distributions of prediction residuals about the zero line because the models estimated and used the variance $\sigma^2_{r,v,a}$ for individual variation in mass at length. We did not present the large numbers of such plots in an effort to limit the length of this paper.

Our condition indices differed from most other condition indices in their assumptions about data. Using conventional condition indices, the underlying assumption is a similar length distribution across regions and years. Using our condition indices, the assumption is that individual variation in mass at length is similar within a size-group from a given region and year (equation 1). Thus, applying conventional condition indices requires special sampling effort to collect a large number of fish for each region, year, and size-group of a narrow range. In contrast, applying our condition indices with our statistical modeling approach only requires routine data for each region and year as long as the data cover a similar overall size range. To show the consequence of using condition indices in a conventional fashion when the assumption of similar length distributions may be invalid, we applied $K$ to our lake trout and Chinook salmon data:

$$K = 10^5 \times W/(L^3),$$

where $W$ is body mass (g) and $L$ is body length (TL, mm). We calculated $K$ for each individual fish and averaged the $K$-values for a specified size-group or age of interest.

Results

Model Selection and Spatial and Annual Variation in Mass–Length Relation

For lake trout, the full model that specified spatial and annual variation in mass–length relation had the lowest DIC (i.e., was the best model); for Chinook salmon, the full model that specified annual variation in mass–length relation had the lowest DIC (Table 3). Each full model was far superior to reduced models that ignored some or all spatial and annual variation in the mass–length relation. Thus, use of additional parameters to quantify the region- and year-specific mass–length relation for lake trout and the year-specific mass–length relation for Chinook salmon substantially improved prediction of observed body mass at length, and was therefore warranted.

For both lake trout and Chinook salmon, the process errors for $\log a$ and $b$ were correlated with each other, and $r$ was near 1.0 (95% probability interval = 0.996–0.999). The positive $r$ for the process errors indicated an inverse correlation between $a$ and $b$, because the value for $\log a$ was negative and a larger multiplicative error caused $a$ to be smaller (equations 1–4).

Chinook salmon exhibited much larger variation in mass–length relations among years than lake trout did among years and regions. The $\sigma^2_{r,v,a}$ were large for Chinook salmon (95% probability interval = 0.05–0.10) than for lake trout (0.04–0.05). Thus, the multiplicative errors used in equations (3) and (4) for Chinook salmon had 95% probability intervals as wide as 0.82–1.22, while the range was much smaller for lake trout. The large temporal variation in parameters suggested that it was better not to assume isometric
growth for a specific year, even though the overall average \(b\) for Chinook salmon was nearly 3.0 (Table 4).

**Overall Average Mass–Length Relation**

When full models were used to estimate region- and year-specific mass–length relations for lake trout and year-specific mass–length relations for Chinook salmon, these models also estimated the overall average relations for Lake Huron. These overall averages are defined by the central tendency parameters for the power function coefficient and exponent (Table 4, full model). Reduced time-invariant models for both species produced overall average mass–length relations that were similar to those obtained using the full models. When the lake trout model was further reduced to also remove the regional effects, the resulting mass–length relation was substantially different from the overall average relation estimated using the full model.

The average \(a\) from the full model was larger than the 95\% probability interval for \(a\) from the spatial- and time-invariant model, and the average \(b\) from the full model was smaller than the 95\% probability interval for \(b\) from the spatial- and time-invariant model. Thus, if we desired to have an average mass–length relation over all regions and years, the lake trout model with invariant parameters produced a biased estimate even though all available data were used. The bias stemmed from the fact that the spatial- and time-invariant model weighted each fish the same, but sample sizes, individual variation, and mass–length parameters varied substantially among regions.

From the average parameters and their probability intervals, Chinook salmon had a larger \(a\) and a smaller \(b\) than lake trout had (Table 4). The difference in \(b\) might only reflect a difference in body forms between the two fish species. The difference in \(a\), however,
indicated much larger body mass for Chinook salmon than for lake trout at relatively small length.

In comparison with a standard weight equation for lake trout in North America (Piccolo et al. 1993; Hubert et al. 1994), the overall average mass–length relation for lake trout from Lake Huron had a much larger and a much smaller (Table 4). To evaluate changes in lake trout body condition among lake regions, years, and size-groups, our references were from the overall average mass–length relation for lake trout in Lake Huron.

**Individual Variation in Body Mass at Length**

Chinook salmon mass at a given length had the lowest individual variation in the 650–850-mm length-group and the highest variation in fish less than 450 mm; the differences among four size-groups were substantial based on differences in the 95% probability intervals (Figure 2a). There was also evidence that individual variation in lake trout mass at length varied among length-groups and regions, based on the much lower DIC in our preliminary analyses for models that allowed for these differences than for models that did not (this was also true for Chinook salmon). There is some suggestion for higher individual variation for the smallest lake trout length-groups, but it is difficult to pinpoint specific differences among size-group and region combinations, as each 95% probability interval overlapped the others (Figure 2b).

**Predicted Body Mass at 500 and 700 mm as Condition Indices**

The posterior medians, interquartile ranges, and 95% probability intervals of our new condition indices showed differences among regions, among years, between species, and between size-groups (Figure 3).

Lake trout body mass at 500 mm TL was the highest in southern Lake Huron and the lowest in northern Lake Huron. Most yearly medians in the northern region were below the lakewide overall median, and most yearly medians in the southern region were above the lakewide overall median ($\chi^2 = 6.138$, $P < 0.05$). Until the end of the entire time series, annual variation within each region did not show a clear trend. The 2005 median in the southern region was below 95% probability intervals for all previous years. The 2004 and 2005 medians in the north-central region were below 95% probability intervals for all previous years except 1982, 1987, and 1994. In the northern region, annual variation was larger than in the other two regions, and the 2004 and 2005 medians were the lowest among the last 20 years.

Lake trout body mass at 700 mm TL was also the highest in southern Lake Huron and the lowest in the northern region, but temporal trends altered the spatial pattern in recent years. After 1990, more yearly medians in the northern region were above the lakewide overall median than in previous years; in contrast, more yearly medians in the north-central and southern regions were below the lakewide overall median than in previous years. The temporal differences were not statistically significant in the northern (chi-square $\chi^2 = 0.013$, $P = 0.91$) and north-central ($\chi^2 = 1.168$, $P = 0.28$) regions, but in the southern region there were significantly more yearly medians below the lakewide overall median after 1990 than previously ($\chi^2 = 5.531$, $P < 0.02$). During 2002–2005, lake trout body mass at 700 mm in the southern region became the lowest lakewide.

In southern Lake Huron, the decline in lake trout body mass at 700 mm separated the time series into three periods (Figures 3f, 4a). The 95% probability intervals for yearly medians before 1982 had no overlap with the intervals for the other years, except for the slight overlap with the intervals for 1988 and
1992. The 95% probability intervals for yearly medians after 2001 had no overlap with the intervals for previous years, except for the slight overlap between the two intervals for 1997 and 2002. During 1982–2001, the temporal pattern suggested a declining trend in body mass at 700 mm across years, but the linear trend was not statistically significant ($P = 0.07$; Figure 4a). Yearly medians before 1982 and after 2001 were outside of the 95% prediction intervals of the time trend for 1982–2001.

At both 500 and 700 mm TL, Chinook salmon body mass declined across years (Figure 3g, h). The time
trends were significant ($P < 0.0003$; Figure 4c, d), and there was no difference between slopes for indices at the two selected lengths ($P = 0.24$). Despite similarity in the declining trends, there were still noticeable differences between small and large Chinook salmon. In 1998, the median body mass at 500 mm was still similar to most annual medians, while the median body mass at 700 mm was unusually low. The yearly median body masses at 500 mm were the lowest in 2003 and 2004, but they were still predictable by the time trend. Yearly medians for Chinook salmon body mass at 700 mm were the lowest in 1998, 2003, and 2004, and they were below the 95% prediction intervals of the time trend.

In comparison with Chinook salmon, annual variation in lake trout body mass at 500 mm (southern region) was negligible, and decline in lake trout body mass at 700 mm (southern region) was also nearly negligible until 2002 (Figures 3, 4). By the end of the time series, Chinook salmon body mass at 500 mm fell below that of lake trout; previously, this was only seen in 1996. Similarly, by 2003 and 2004, Chinook salmon body mass at 700 mm fell below that of lake trout, and such a reverse contrast was seen previously only in 1988 and 1998.

### Fulton's Condition Factor

Mean $K$ for large lake trout and Chinook salmon showed a general decline over time (Figure 5). For age-7 lake trout in southern Lake Huron and age-3 Chinook salmon lakewide, the time trends were nonsignificant ($P > 0.06$; Figure 5a, b). For a size range of 650–750 mm (chosen to be centered at 700 mm), the declines were significant for both species, and $K$ declined faster for Chinook salmon than for lake trout ($P < 0.05$; Figure 5c, d), which agreed qualitatively with results for mass at 700 mm TL.

When we focused on the most recent drop in body condition, however, the 95% prediction intervals from these example applications suggested that the drop for lake trout in southern Lake Huron started in 2003 (Figure 5a) or even 2004 (Figure 5c), which is 1 or 2 years later than the decline identified by our new condition indices (Figures 3f, 4a). The decline for Chinook salmon started in 2004 (Figure 5b, d) and was also 1 year later than that identified by our condition indices (Figures 3h, 4c). Based on the 650–750-mm size range, only because the $K$-values for lake trout in 2002 and 2003 were not considered to be substantially below the trend of previous years, the slow declines during 1982–2003 appeared to be considerable in
contrast to the conclusion based on predicted body mass at 700 mm. Based on either age 3 or the 650–750-mm size range, the $K$-value for Chinook salmon in 1998 was not especially low because it was predictable by the 95\% prediction interval of the time trend, which also contrasted with observations for body mass at 700 mm.

For age-based $K$, 60–65\% of the temporal variation was explained by changes in length at age (Figure 5e, f). Variation in length-based $K$ could not be explained by changes in length, in part because the variation in average length within the size-class did not have a clear trend over time as did the average length within a given age. However, this is not necessarily always the case. For example, we calculated $K$ for the 650–850-mm Chinook salmon length-group, which we defined when allowing heterogeneity among individual variability in mass at length (see Methods). For this length-group, average length decreased over time and nearly 50\% of the variation in $K$ was explained by changes in average length. Given that (1) $b$ for mass–length relationships often diverged from 3.0 and (2) changes in length at age and body condition often occur simultaneously, there were no clear ways to separate real changes in body condition and length effect on $K$ based on either age or a wide range of length.

In principle, all size-related bias or additional variation could be avoided by using small enough size-groups, but this leads to problems associated with small sample sizes. On average, there were 460 lake trout available for our analysis for each region in a given year and 276 Chinook salmon available for
analysis for a given year. In the size range used for the example application of $K$, the minimum yearly sample number was 28 for lake trout from southern Lake Huron and 8 for Chinook salmon. Special and additional sampling effort would be needed to supply sufficient samples for a predefined narrower size range. This is true also for applying relative weight because the calculation of relative weight often must be size specific (Murphy et al. 1990).

Discussion

We used posterior median body mass at 500 and 700 mm TL as condition indices. The two particular lengths were case-specific details that were driven by characteristics of the data and the biology of lake trout and Chinook salmon in U.S. waters of Lake Huron. Such details will differ in studies of fish in other ecosystems. Our approach to condition indices should be widely applicable because it maintains the following attributes: (1) allows comparison of small and large fish in their responses to ecosystem changes; (2) avoids problems associated with length-related bias, particularly when length distribution and the mass–length relation are changing among regions and years; (3) makes better use of data through statistical modeling but does not attempt to directly use the two inversely related mass–length parameters as condition indices; and (4) acknowledges that changes in mass–length relations and changes in fish condition result from the same processes. This is true because changes in mass–length relations are due to differences in how body condition varies among fish of different ages and lengths. While there is a conceptual difference between mass–length relations and condition indices (LeCren 1951), use of mass–length relations is not limited to evaluating fish body form.

Except for the substantial difference in assumptions about available data as detailed in our method justification, our condition indices are conceptually similar to conventional condition indices. We used the lakewide overall median body mass at 500 and 700 mm as reference indices and compared region- and year-specific indices to the references. Ratios of our region- and year-specific condition indices to the references can be calculated, although statistical inference of changes in body condition does not require the additional calculation of a ratio or relative weight. The posterior median body mass at the given length could be used to calculate $K$, and the result would be conceptually similar to Froese’s (2006) mean Fulton’s condition factor. The advantage of doing this, however, is not clear to us because the underlying reason for dividing mass by the cube of length (equation 8) is partially to adjust for variations in length among samples, an issue our approach has addressed through statistical modeling and prediction of mass at a specific length.

We believe that use of conventional condition indices will continue, but appropriate application and interpretation will depend on specific objectives and circumstances. In our application, such indices identified general temporal trends when based on restricted size ranges but had difficulty with short-term changes due to (1) variation in sizes within the chosen size range and (2) small sample sizes. Such difficulty can be more problematic in detecting potential relations between fish condition and covariates. Often, fish size distributions will vary substantially among regions and years due to variations in mortality, recruitment, and growth, in a way that would produce length-related biases for conventional indices when applied to broad size ranges. In many cases, as was true for our application, sustainable and standard data collections will only provide moderate or small sample sizes within sufficiently restricted size ranges; we believe that a statistical modeling approach like ours could provide some benefits because overall samples are usually sufficient for using such approaches.

When using predicted mass at selected lengths as condition indices, our method is more parsimonious than separately conducting a large number of regressions for many regions and years. The nominal number of parameters was more than six per year and region, including $a$, $b$, and standard deviations of individual variations for four size-groups. In our full model for lake trout, the $n$, was reduced to 5.1 per region and year, including all additional required parameters and hyperparameters regardless of time series length or number of spatial units (Table 3). The $n$, was less than 6.0 because the model considered the process errors (spatial and temporal variations in mass–length parameters) as coming from a common probability distribution, and the variances of individual variations in mass at length (varied among regions, years, and size-groups) were also drawn from a common probability distribution. In the full model for Chinook salmon, $n$, was only slightly less than the nominal number of parameters, because the time series was shorter than that for lake trout and there was only one spatial unit. In conducting a large number of separate regressions for each region and year, a total of six parameters would be always required in our case: two parameters for each mass–length relation and four additional weighting factors for four size-groups based on variances of prediction residuals from preliminary modeling fit (Neter et al. 1996). Furthermore, conducting separate regressions for each time period and region often leads to use of an oversimplified model.
structure that does not consider variance heterogeneity and does not analyze correlation and covariance between mass–length parameters. Our statistical modeling approach has the potential for pattern descriptions that are even more parsimonious when warranted, as we would have simplified the model structure if a simpler model had performed better based on DIC or we could have included additional structure for representing more complex patterns and relations observed. We believe our methods will have more application in future studies because of the need for extracting more information on changes in condition from limited data and continuing progress in computing technology (e.g., Otter Research 2001).

Our results suggest that in Lake Huron, small lake trout were still able to maintain body condition in response to low prey availability, while Chinook salmon of the same size could not. Large Chinook salmon had greater and more rapid declines in body condition than did lake trout of the same size. Body condition of large lake trout after 2001 indicated further substantial changes in prey availability that were not predicted by the long-term trends. Body condition of large Chinook salmon indicated a similar change 1 year later because food availability changes started in southern Lake Huron. Our results also suggest that recent temporal trends in lake trout condition altered the spatial patterns. Both the temporal trends and changes in fish condition ranks among different regions of Lake Huron were associated with a severe decline in alewife abundance that first occurred in the southern part of the lake. Alewives were the dominant prey until the middle 1990s, but by 2002 it became difficult to find alewives in lake trout stomachs collected from southern Lake Huron. The condition of large lake trout was a better indication of reduced food availability than that of small lake trout because adults rely more on large-sized prey fish (Mason et al. 1998) and declines in alewife abundance were at first confined to older and larger fish (S. Riley, J. Schaeffer, and E. Roseman, personal communication).

Our findings have direct implications for fishery management. In 1998, 2003, and 2004, Chinook salmon physical appearance (i.e., low body mass at length) led many anglers and field biologists to express alarm about possible health consequences. In 2003 and 2004, total recreational harvest of Chinook salmon fell below the lake trout harvest for the first time during the past 40 years, suggesting a substantial decline in Chinook salmon abundance, since these species’ relative stocking numbers have not changed. For lake trout, southern Lake Huron has historically produced the best sport fishery. There were no obvious changes in the fishery and in our assessment catch that would indicate a decline in lake trout abundance, even though estimated body mass at 700 mm declined to the lowest level in the time series by 2002. Coincident with the changes in condition indices for the two fish species, the different fishery responses suggested that recent forage conditions in Lake Huron were unable to support the population abundance of Chinook salmon that was formerly possible, whereas lake trout fisheries were little affected. Our results suggest that adequate condition indices can provide a timely signal of ecosystem changes that often require the immediate attention of fishery managers.
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Appendix 1: Sensitivity Analyses of Posterior Distributions to Prior Distributions

Through preliminary analyses, we ensured that posterior distributions were not sensitive to the weakly informative priors and hyperpriors. For individual variation in mass at length, the standard deviation (σ) was assumed to be lognormally distributed, for which the predefined variance of 2.0 was very large; the predefined log-scale mean was 2.30, while the size- and region-specific posterior means had large deviations from the prior mean (deviation range = −0.152 to 0.391 for lake trout; −0.152 to 1.389 for Chinook salmon). When we changed this prior mean from −2.30 to −1.61 (30% increase) and changed the prior variance from 2 to 3 (50% increase), no noticeable change in resulting posterior parameter distributions was evident and none of the quantities represented in tables and figures was appreciably changed. For process errors in a and b, the σ was assumed to be lognormally distributed; the prior log-scale mean was 2.72, while the posterior average b was 3.00 for Chinook salmon and 3.12 for lake trout. When we changed the prior mean from 2.72 to 2.42 (11% decrease) and changed the variance from 2 to 3 (50% increase), no noticeable changes in resulting posterior parameter distributions were evident and none of the quantities represented in tables and figures was appreciably changed. For the zeta-transformed correlation coefficient r between the process errors, the prior of the normal distribution had a mean of 0 and the variance of 2 made the possible values for back-transformed r range from −1 to 1 (i.e., maximum range). When we increased variance on the transformed scale from 2 to 3, we observed no changes in posterior distributions for any of the parameters and quantities represented in tables and figures.
Appendix 2: Markov Chain Monte Carlo Calculation and Diagnostics

We used the Metropolis–Hastings algorithm as implemented in AD Model Builder (Otter Research 2001) to generate chains for the Markov chain Monte Carlo (MCMC) calculations. The chain length was 1,000,000 cycles for each model. For computing time and data management reasons, we thinned the chains by saving every 200th cycle. We dropped a burn-in period of the initial 1,000 values of the thinned chain, so that our inferences were based on a saved chain of 4,000. The chain length and burn-in period were adequate for all transformed parameters, hyperparameters, and negative log-likelihood values based on standard diagnostics as applied by He and Bence (2007). We checked the trace plots, autocorrelation functions, and subchains for all estimated and predicted quantities, and we found no potential problems with convergence or an initial transient. For every parameter and hyperparameter that determined body mass at length, the Gelman–Rubin statistics (Gelman et al. 2004) based on three parallel chains were close to 1.0 (i.e., within 0.001), and the minimum effective sample size (Thiebaux and Zwiers 1984) from the saved MCMC chain was larger than 300 for lake trout and larger than 143 for Chinook salmon. For the negative log-likelihood values of all models, the Gelman–Rubin statistics were also close to 1.0, and the minimum effective sample sizes from the saved MCMC chains were larger than 477 (Table 3). These standard methods for MCMC diagnostics are reviewed by Cowles and Carlin (1996).

While the achieved effective sample sizes indicated that the chain lengths were long enough to approximate the posterior distribution, they were not excessive for this purpose. The AD Model Builder algorithm for MCMC chains adjusts the step size during the burn-in period to achieve generally recommended acceptance rates (e.g., Gelman et al. 2004) of 0.2–0.5. Nevertheless, even when thinned to save every 200th cycle, the resulting chain exhibited substantial serial correlation, suggesting that the thinning led to little loss of information. We believe the long period correlations in our chain were the result of (1) relatively high posterior correlations among some parameters and (2) the AD Model Builder MCMC procedure of sampling all parameters simultaneously in each cycle of the chain. For our application, the computation time associated with running a long chain was not a limitation; however, in cases where computation time could be a limitation, investigators may want to consider reparameterization to reduce correlations and sampling parameters in strategically chosen blocks (Gelman et al. 2004).