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#### Abstract

Understanding fish movement patterns is vital for stock assessment and fishery management. We used a variable selection procedure in a Bayesian framework to understand what factors most likely affect the net movement distance of individual fish based on a conventional tag-recovery study of lake whitefish populations in Lake Huron during 2003-2011, where fish of this species with spawning site fidelity were tagged during the spawning season and recovered throughout the year. We found that fish with greater total length, and those that were tagged and released from tagging sites near Cheboygan and Alpena, Michigan, moved longer net distances than fish from other tagging sites. Habitat conditions also had a profound effect on net movement distance. We found that shorter movement distances by lake whitefish can be expected if the relative density of the benthic amphipod Diporeia spp. was higher near the tagging site during the recovery year. We also found evidence that lake whitefish may start their annual spawning migration runs earlier during warmer years. More generally, our Bayesian framework for analysis of conventional tagging data has potential for wide applicability, and model details and our code are provided to facilitate this. *Corresponding author: E-mail address: liyang11@msu.edu (Y. Li); Tel +1 (517) 3550126.
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## 1. Introduction

Many fish species move for long distances at various times during their life cycle, and movements made by individuals vary from regular and predictable migration to lesspredictable resource driven nomadism (Runge et al., 2014). Most previous research that evaluated changes in fish spatial locations focused on either the triggering factors or distance between initial and final fish location (e.g., Albanese et al., 2004; Radinger and Wolter, 2014), or on estimating net movement/migration rates of populations (Polacheck et al., 2006; Vandergoot and Brenden, 2014).

Fish movement is essential from both conservation and management perspectives. Movement behavior can influence how fish are distributed, whether their populations persist in the face of ecosystem changes, and how stocks are assessed. Fish movement can further influence ecological interactions and evolution (Lidicker and Stenseth, 1992). Management problems such as inaccurate assessment results, or inappropriate catch limits, can occur when actual fish movements do not agree with the spatial assumptions made in stock assessments and management decisions, which can result in local population depletion and population collapse (Fu and Fanning, 2004; Hutchings, 1996; Li et al., 2015; Mitchell and Beauchamp, 1988; Rothschild, 2007).

Despite its ecological and management importance, understanding of fish movement patterns in time and space, and how movements are related to environmental variables, is still limited. Moreover, most previous research that focused on the triggering factors (i.e., factors causing the initiation of movement) and net fish movement distance were limited to stream fish, given the easy calculation of net distance moved from conventional tagging data. Much less is known about movement of fish that live in large water areas. Most of which is known has been derived from electronic tagging data, although there are many long-term conventional tagging programs. While technological advances make the use of acoustic or pop-up tags increasingly useful, conventional tags are still more widely used for estimating population size, mortality, and tracking individual growth, given their lower price. Conventional tagging data can also provide information on the location at tag release and tag recovery, which could be used for the estimation of movement route and intensity (e.g., net fish movement distance) (e.g., Albanese et al., 2004; Gilliam and Fraser, 2001).

The goal of this study was to develop a model framework for analysis of how factors impact the distance fish move from when they are tagged until they are recovered ('net fish movement distance' hereafter) in a larger water body, based on conventional tagrecovery results. We based our research on several lake whitefish (Coregonus clupeaformis) spawning stocks in Lake Huron of the Laurentian Great Lakes of North America. As an ecological and economically important fish species in the Great Lakes, lake whitefish have been found to move freely among multiple management units during the non-spawning period, but show a high degree of natal homing, so nearly all mature fish return to spawn at the same location each year (Ebener et al., 2010b). Previous research on lake whitefish movement patterns provides a useful platform for us to derive a priori hypotheses about the potential factors that influence movement. Since the establishment of dreissenid mussels in the early 1990s, the ecosystem of four of the five Great Lakes have changed substantially, including an overall decrease in the density of lake whitefish's preferred food- Diporeia spp. (Barbiero et al., 2011; McNickle et al., 2006; Mohr and Nalepa, 2005). In this context, Rennie et al. (2012) evaluated the
relationship between lake whitefish migration distance and growth rate, and found that the least mobile population of lake whitefish was supported by a remnant Diporeia spp. population. Ebener et al. (2010b) found that stock identity and season of recapture affected net movement distance most strongly, while the influence of variables such as sex, year, fish total length, and time at large was weaker. Although the role of temperature has not been directly implicated in explaining patterns in the fish movement, the association between lake whitefish harvest and surface water temperature suggested that such a connection may exist (Price et al., 2003).

The pioneering studies of net movement distance used either a regression-tree based approach or ANOVA models to test whether net movement distance varied significantly in association with the factors they evaluated (e.g., Albanese et al., 2004; Ebener et al., 2010b; Radinger and Wolter, 2014). Because some studies estimated the effects of different factors as additive (i.e., causing a given distance change rather than a percentage change in net movement distances), it is hard to generalize the results from studies with different spatial and temporal scales. When jointly considering multiple factors and continuous covariates, the ANOVA approach can provide only a rough picture of the continuous relationship between net movement distance and explanatory factors. Thus, a more thorough regression analysis is needed. The regression-tree based approach seeks to approximate nonlinearity and interactions in the relationships between the net movement distances and multiple factors by recursively partitioning the data points according to the categorization of the factors (Ebener et al., 2010b). Such partitioning may have difficulty in interpreting the effects, if the observations from the same tag or recovery area happen to be separated into different branches of the tree. Some regression-tree applications have partitioned data by site (i.e., different sites on different branches), and this can make it difficult to develop a general understanding of movement (Ebener et al., 2010b). In addition, although it is possible for regression-tree based approaches to rank or select variables based on variable importance measures, they do not provide any further insight of the uncertainty associated with their rankings or selections. Also information criteria, such as Akaike's information criterion and the Bayesian information criterion, commonly used as penalization terms for the number of parameters in model, are not applicable for nonparametric tree-based models (Claeskens and Hjort, 2008).

We therefore considered a global linear regression model that accounts for joint effects of multiple factors and the heterogeneity among sites, to study the relationship between the net movement distance and individual factors. We further conducted a variable selection procedure under a Bayesian framework to explore the plausibility of alternative regression models that include various explanatory variables, and assess the associated uncertainty. Bayesian variable selection treats the regression model itself as random among all possible models with different sets of variables. Thus, it accounts for model uncertainty in the overall assessment of uncertainty by making inferences on how probable alternative models are after consideration of the data. The implementation of Bayesian variable selection via the reversible jump Markov chain Monte Carlo (rjMCMC) (Green, 1995) procedure is substantially more efficient in exploring the model space than the traditional approaches such as all-subsets-regression (Woznicki et al., 2016). While we believe our approach has substantial advantages over regression-tree approaches, it could miss some nonlinear effects that could be identified by regression-
trees. Thus, as a check on robustness we compared our results with those from regression-tree methods.

We considered how net distance moved from tagging to recapture locations changed monthly and over years, and how this net movement pattern depended upon tagging location. In addition, we considered how life history traits, namely total length, and sex, and habitat features, namely Diporeia spp. density and water temperature, played a role in these net movement patterns. Thus, the variables we considered as potential explanatory factors in this study were tagging year, recovery year, recovery month, year(s) between tag and recovery, fish total length, sex, tagging (spawning) site, and the habitat variables based on Diporeia spp. density and growing degree days.

Our goal was to provide not only insight on how those factors influenced lake whitefish movement in Lake Huron, but also a model framework for analyzing movement mechanism based on conventional tagging data. Although Bayesian variable selection in linear regression is a long-established approach (Mitchell and Beauchamp, 1988), it was rarely used in ecology or more specifically for uncovering explanations for movements (Drouineau et al., 2017; Ethier et al., 2017). Drouineau et al. (2017) used a Bayesian state-space model to analyze the effects of different environmental factors in triggering migration of silver eel in fragmented rivers. Ethier et al. (2017) used Bayesian models and variable selection to evaluate how environmental variables influenced regional variation in population trends of Bobolink. Both studies used a mixture distribution of priors (i.e., normal plus zero-inflation), which were estimated using a Gibbs sampler. However, their variable selection procedure did not introduce a penalty such as BIC for increasing number of selected variables. Also the Gibbs sampler usually involves scanning all variables at each iteration, which could be computational expensive, especially when the number of candidate variables is large.

To the best of our knowledge, this study is the first to apply the Bayesian variable selection approach to compare the effects of various factors on fish net movement distance by introducing an explicit prior penalty on model complexity, and the most comprehensive to date in terms of the range of factors affecting whitefish movement. To avoid sampling all indicators within a Gibbs sampler circle as in Drouineau et al. (2017) and Ethier et al. (2017), we adopt the reversible jump MCMC algorithm for model exploration that mimics stepwise selection and subsets regression technique, which is more computationally efficient. Thus our research introduces an approach to fish movement studies, which has the potential to be much more effectively interrogate a large number of predictor variables. To facilitate usage of our approach, we provide the open-source code for MATLAB program which is online available at to implement the method.

## 2. Methods

### 2.1 Data collection, selection, and calculation of net-movement distance

Lake whitefish were tagged and released in a study coordinated by one of us (Mark P. Ebener) at 21 individual tagging sites from nine spawning stocks in Lake Huron from late October through December (i.e., spawning season) of 2003-2006. Total length (mm) of all 35,285 tagged fish were measured before release, spatial coordinates of the tagging and release location, and date of release were recorded for each fish. Lake whitefish were tagged on or very near the spawning grounds and subsequently killed when recovered by the commercial or recreational fishery. The commercial fishing season for
lake whitefish is not closed in Ontario waters during the spawning season, but it is closed in Michigan waters. Thus, fish tagged and released at Detour, Cheboygan, Alpena, and Saginaw Bay (Fig. 1) were extant 1-4 weeks before being subjected to fishing and tag recovery. At Burnt Island, the Fishing Islands, and Sarnia fish were also tagged during the spawning season, but commercial fishing was occurring simultaneously during tagging so they had little time to be extant prior to tag recovery. Recovery happened from December 2003 until December 2012, with the majority being recovered by commercial fishermen, and the rest recovered during fishery surveys. Subsets of the data used here were previously reported by Ebener et al. (2010a, 2010b), and details of the tagging methodology are given by Ebener et al. (2010a).

Our analysis focused on drivers of net movement distance of lake whitefish tagged and recovered in Lake Huron. We thus restricted attention to recoveries for which net distance movement could be calculated and for which explanatory variable data were available. Only recoveries that had location information recorded (either by latitude and longitude or by 10 -minute by 10 -minute statistical grid, treated as though recovered at the grid center) were considered. In addition, we excluded observations from fish that were recovered within two days of release, as well as those without their recapture date, sex, or total length recorded (i.e., explanatory variables). We also removed fish that were recovered from Lake Michigan because of our focus on movement within Lake Huron and because our explanatory variables were from Lake Huron. We further excluded recoveries from two tagging sites that each produced only two total recoveries, and the two fish recovered during 2012. Thus of the total of 2,098 reported lake whitefish recoveries, 1,368 recoveries were used in this study. Details of data exclusion are described in Supplementary Table S1. These recovered fish had total lengths between 375-667 mm at the time of tagging, and were tagged and released from seven spawning sites (Fig. 1).

We used log-transformed net movement distance as a response variable because net movement distances were highly skewed. We calculated net movement distance based on the shortest water distance between tagging and recovery locations, using a Dijkstra type shortest path algorithm (Vincenty, 1975; online Appendix A). We standardized logtransformed net movement distance by subtracting the mean and dividing by standard deviation prior to analysis.

### 2.2 Explanatory variables

We hypothesized that net movement distance for lake whitefish in Lake Huron would be influenced by 1) life history traits, which included total length, and sex; 2) temporal factors, which included tagging year (tag_Y), recovery year (rec_Y), recovery month (rec_M), and year(s) between tagging and recovery (year_lag); and 3) habitat condition, which included Diporeia spp. density, and growing degree days; and 4) tagging (spawning) sites. These hypotheses, related variables, and the expected sign of the associated coefficients, if hypotheses were supported, are in Table 1. Due to the strong spawning site fidelity of lake whitefish (i.e., nearly all lake whitefish move back to where they born each year during the spawning season), we only considered the habitat conditions during the recovery year as a predictor. That is, the net movement is in actuality the net movement since the prior spawning season. We used relative Diporeia spp. density, which was the Diporeia spp. density of the release location divided by the mean of all sampled stations in Lake Huron for that year. The U.S. EPA Great Lakes

National Program Office collected Diporeia samples every August since 1999 at 12 Lake Huron stations (Barbiero et al., 2011). The release location density was defined as the density at the sampled location closest to the release location. Our hypothesis was that lake whitefish tended to stay near their tagging locations when Diporeia density was higher in that vicinity.

We proposed two alternative hypotheses for the relationship between growing degree days (GDDs) (i.e., also known as thermal time, a weather-based indicator about heat acumination for assessing fish growth; e.g., Chezik et al., 2014) and lake whitefish net movement distance, and these led to two distinct sets of GDD variables. These two sets were used in two alternative analyses. We calculated GDDs based on mean daily (daytime) surface temperatures from the Great Lakes Surface Environmental Analysis (GLSEA) remote sensing surface water temperature data (See online Appendix A).

Case 1 (GDD hypothesis 1)—Lake whitefish respond to growing conditions they had experienced during the current year. Thus, they would tend to be closer to their tagging (spawning) site when the growing degree days (GDD) at the tagging location was greater than the lake average GDD during that same time period. This led us to define the explanatory variable relative GDD difference ("GDD_Diff"), calculated as: GDD_Diff = $\left(\mathrm{GDD}_{\text {tag }}-\mathrm{GDD}_{\text {lake }}\right) / \mathrm{GDD}_{\text {lake }}$, where $\mathrm{GDD}_{\text {tag }}$ and $\mathrm{GDD}_{\text {lake }}$ are the cumulated non negative degree days ( ${ }^{\circ} \mathrm{C}$. days) that exceeded $5^{\circ} \mathrm{C}$ (Rennie et al., 2009) at the tagging location or for the lake-average, respectively, from the first day of the recovery year to the day of recovery.

Case 2 (GDD hypothesis 2)—The spawning season of lake whitefish would be shifted earlier in the year, in years for which GDDs accumulated faster, because individual fish would reach a physiological status allowing spawning earlier under such conditions. Preliminary model fits without a GDD effect indicated that lake whitefish were generally closer to the spawning location during September through December, than at other times of the year. We therefore assumed that GDD might potentially influence net movement distance (to varying degrees) only during these months. Thus, we added four additional interaction variables (recovery month $\times \mathrm{GDD}_{\text {lake }}$ ) for September through December recoveries. We used GDD ${ }_{\text {lake }}$ because fish would be living and feeding away from their spawning/tagging sites until moving to those sites for spawning.

After creating dummy variables and choosing the category with the largest number of observations as the baseline category for each factor, we have a total of 34 (for GDD hypothesis 1 case) and 37 (for GDD hypothesis 2 case) candidate variables including the intercept (Table 1). Note that there was no dummy variable created for the baseline category (i.e., tagging site: Detour, recovery month: June, tagging year: 2004, recovery year: 2006, or sex: Male), because it was defined as zero for all other categories for that factor. All explanatory variables were standardized like net movement distance.

### 2.3 Model framework

We used Bayesian variable selection to identify the highly probable subsets of predictors for the linear regression and, given a set of predictors, we assessed likely parameter values. Given the Bayesian approach we used, inferences were based on a posterior distribution, which depends jointly on assumed prior distributions and the likelihood of the data. Model components (i.e., regression model, prior distributions, and likelihood) are described in Section 2.31 (Model Description) and how we used Markov
chain Monte Carlo (MCMC) techniques to derive posterior distributions in Section 2.3.2. A separate model selection process was conducted for the two cases (GDD hypotheses).

### 2.3.1 Model description

Each possible model is of the form:

$$
\begin{equation*}
Y=X_{\mathcal{J}} \beta_{\mathcal{J}}+\epsilon, \epsilon \sim N\left(0, \tau^{2} I_{N}\right) \tag{Eq.1}
\end{equation*}
$$

where $Y$ is the response variable (i.e., log-transformed net movement distance) with $N$ observations, $X_{j}$ is the $N \times q_{j}$ design matrix (containing data for the predictors included for that regression), $\beta_{\jmath}$ is a vector of parameter coefficients (an intercept included in every model plus $q_{j}-1$ additional coefficients for the predictor variables included for that model) and $\epsilon$ is the residual error. We assumed here homogenous, normal and independent residual errors, with variance $\tau^{2}$. We assumed independent errors given the relatively large distances between tagging sites (Fig. 1) and because tagging and recovery spatial factors were included as potential explanatory variables. As described in online Appendix $\mathrm{B}, I_{N}$ could be replaced with a selected correlation matrix. A model with a specific subset of selected variables is represented by $\mathcal{J}$, which formally is an index set, that maps the $q$ variables in the selected model to the larger set of $p$ possible variables.

The $\beta_{\mathcal{J}}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{q}\right)^{\prime}$ had a normal prior $\beta_{\mathcal{J}} \sim N\left(0, \tau^{2} \Lambda\right)$, where $\Lambda=$ $\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{q}\right\}$. The $\lambda_{j} \mathrm{~s}$ were modeled as arising from a higher level inverse-gamma prior distribution ('hyperprior') with shape parameter $a_{\lambda}$ and scale parameter $b_{\lambda}$. We assumed a hyperprior with inverse-gamma density for $\tau^{2}$ with shape $\mathrm{a}_{\tau}$ and scale $\mathrm{b}_{\tau}$. The hyperparameters were set to the values $\mathrm{a}_{\lambda}=\mathrm{a}_{\tau}=2$ and $\mathrm{b}_{\lambda}=\mathrm{b}_{\tau}=0.001$, which correspond to a rather dispersed prior distribution.

The normal prior with diagonal variance-covariance matrix for the $\lambda_{j} \mathrm{~s}$ represents a decision to use a Bayesian counterpart to Ridge regression. The $\lambda_{j}$ s represent the signal to noise ratio of the effects in the model, and their magnitude played a role in whether an effect was included and the size of selected models. Modeling them as arising from a hyperprior (rather than specifying their values) allowed for adaptive learning on which variables to include during the model search process.

We included an intercept in all models to account for the grand mean level of $Y$, as is often done for variable selection. There are a total of $2^{p-1}$ possible models (i.e., an intercept-only model, all possible models with one additional variable, all possible models with two additional variables, etc.). We specified the prior probability of each model as arising from the product of a prior probability for a model of a given size (i.e., $\pi(q)$ ), multiplied by the probability of a specific model given its size:

$$
\begin{equation*}
\pi(\mathcal{J})=\pi\left(\mathcal{J}_{q}, q\right)=\pi\left(\mathcal{J}_{q} \mid q\right) \pi(q) \tag{Eq.2}
\end{equation*}
$$

We let $\pi(q) \propto \exp \{-\kappa q\}$ for integer $q$ from $\{1,2, \ldots, p\}$. Here $\propto$ means "proportional to" up to a constant that is irrelevant in making inferences about the hyperparameter $\kappa$. This placed higher prior probability on models with smaller size, as is consistent with common practice in variable selection, and the rate at which the prior probability falls as model size increases was determined by $\kappa$. We set $\kappa=\log (N) / 2$, which is analogous to a BIC-type penalty on the number of selected variables (Schwarz,
1978). Conditional on $q$, each model $\mathcal{J}_{q}$ had an equal chance of being selected, i.e., $\pi\left(\mathcal{J}_{q} \mid q\right)=1 /\binom{p-1}{q-1}$ for $q>1$, and for $q=1$ no selection is needed.

### 2.3.2 Characterization of the posterior Distribution using MCMC

We used Markov chain Monte Carlo methods to determine the posterior distribution. We used a hybrid reversible jump technique (rjMCMC), because it performs well when selecting among different sets of variables, which involved trans-dimensional states of Markov chain (Green, 1995; Woznicki et al., 2016). Our procedure involved running multiple chains and combining converged portions of these into one set of "retained samples." The retained samples were summarized to highlight desired properties of the posterior distributions.

Details on the implementation of the hybrid of rjMCMC for model search and Gibbs sampler for parameters given the model, as well as procedures for evaluating MCMC convergence and producing the retained samples are given in online Appendix B. We summarized the posterior distributions for regression model parameters in two ways:

Variable-wise summary- This provided a summary conditional on the $j$-th variable being selected. This was based on summarizing all samples included in the final MCMC chains for a model that included the $j^{\text {th }}$ variable. For the corresponding $\beta_{j}$, the posterior mean and $95 \%$ (equal probability tail) credible intervals were constructed from these samples. As a measure of the importance of each variable we also calculated the marginal inclusion probability (Barbieri and Berger, 2004), as the proportion of all retained MCMC samples that included the $j^{\text {th }}$ variable in the model.

Model-wise summary- This was conditional on one specific model $\mathcal{J}$ in the posterior samples, and thus was based only on retained MCMC samples for that model. We provide such summaries for the 12 "top" models. Here models are ranked based on the posterior probability, calculated as the proportion of all retained MCMC samples that were model $\mathcal{J}$. For the top models, we summarized the posterior distributions of the $\beta_{j} \mathrm{~s}$ for all variables in $\mathcal{J}$, again in terms of the posterior mean and $95 \%$ credible interval.
2.3.3 Model diagnosis, simulation study, and comparison with tree-based methods

We used the posterior predictive assessment of model fitness using the $\chi^{2}$ discrepancy (Gelman et al., 1996), based upon which we calculated the Bayesian p-value for the top models in both GDD hypothesis cases. We also conducted simulations to evaluate how well our Bayesian variable selection procedure can discover the true set of important variables and estimate the corresponding effects, under five different scenarios with varying combinations of true predictor variable effects. We also applied two treebased methods to our data, and compared the top variables from tree-based methods, the gradient boosting regression tree method (Ethier et al., 2017) and the random forests approach (Breiman, 2001), to the selected variables from our variable-wise summary. Detailed methods for our diagnostic procedures, simulations, and tree-based applications are given in online appendices C, D, and E respectively, and performance statistics resulting from the simulations and tree-based methods are also presented in the appendices.

## 3. Results

The posterior distributions of the number of selected variables were similar for the two GDD cases and suggested that the most probable model sizes had 6 and 7 variables including an intercept (Fig. 2). However, the selected variables were quite different (see Section 3.1).

### 3.1 Variable-wise summary

GDD hypothesis 1 Case: There were 10 variables with $95 \%$ credible intervals that did not cover 0, which we define as "consistent effects" (Fig. 3). Variables that had consistent effects generally had high marginal inclusion probability, and more generally variables with higher probability of inclusion tend to have more of their posterior distribution on one side of zero (Fig. 3). The six top variables (length, tagging site: Cheboygan and Alpena, Diporeia, and recovery months October and November) had marginal inclusion probability above 0.75 (i.e., they are selected by more than $75 \%$ of the total posterior samples). The variable recovery month September also had a relatively large marginal inclusion probability ( 0.40 ). The other variables that were detected as consistent effects had substantially lower marginal inclusion probability (<0.07) are: years lag, tagging site Fishing islands, and recovery month December. According to the posterior mean of those 10 variables with consistent effects, fish with greater length, longer lag between the tagging and recovery years, released at tagging site Cheboygan, Alpena, and Fishing Islands, and recovered in December had greater net movement distance, while fish released at the tagging site with higher density of Diporeia, and recovered during September, October, and November had shorter net movement distance. Our first GDD hypothesis was not supported by the variable selection results because the $95 \%$ credible interval of the associated effect covered 0 , and had a marginal inclusion probability of only 0.004 .

GDD hypothesis 2 Case: As was true for the previous case, consistency of effects and the marginal probability of inclusion were positively associated (Fig. 4). The six top variables in terms of marginal inclusion probability (length, tagging site: Cheboygan and Alpena, Diporeia, recovery month November, interaction effect between lake-average GDD and recovery month October) were similar to the top variables for GDD hypothesis 1. The major exceptions were for the recovery month October and the GDD associated variables (Fig. 4). Consistent with the results for GDD hypothesis 1, fish with greater length, longer lag between the tagging and recovery years, and released at tagging site Cheboygan, Alpena, and Fishing islands had greater net movement distance, while fish released at the tagging site with higher density of Diporeia, and recovered during September, and November had shorter net movement distance. The effect of recovery month October had a similar negative posterior mean, although the effect was less consistent. The less consistent effect of October is likely associated with the inclusion of the GDD associated variables for Hypothesis 2. Our second hypothesis of GDD was well supported by the variable selection results. The interaction effect between lake-average GDD and recovery month October, and the interaction effect between lake-average GDD and recovery month November were both consistent, with a negative posterior mean and the former was smaller than the latter. That is, fish tended to have smaller net movement distance in October and November if the lake-average GDD was greater, and the effect was larger in October than that in November. On the other hand, the interaction between lake-average GDD and recovery month December was also consistent, but with a positive
posterior mean, which suggested that fish tended to have greater net movement distance in December if the lake-average GDD was greater. An overall interpretation of these effects is a shift in the spawning season in association with GDD, with more fish close to the spawning grounds by October and having moved away by December, when GDD was higher.

### 3.2 Model-wise summary

Given the variable selection result support our second GDD hypothesis, we only present model-wise summary for GDD hypothesis 2 case. One or more of the four interaction variables (recovery month $\times$ GDD for the fish that were recovered from September, October, November, and December) were included in at least one out of the top 12 models. In addition to the three variables with marginal inclusion probability equals 1 in Fig. 4 (Diporeia, tagging site: Cheboygan and Alpena), the interaction effect recovery month October $\times$ GDD was also included in all 12 top models (Fig. 5). Recovery month November was included in nine of the 12 top models (all but models 5, 7 , and 10), while the interaction variable November $\times \mathrm{GDD}_{\text {lake }}$ was included in the other three top models. Total length of tagged fish was included in eight out of the 12 top models, recovery month September was included in four out of the top models, the interaction variable December $\times \mathrm{GDD}_{\text {lake }}$ was included in three out of the top models, and recovery month December and the interaction variable September $\times \mathrm{GDD}_{\text {lake }}$ were included in one out of the top models. The top two models both had a posterior probability greater than 0.14 . These models were similar. The best model (i.e., the highest posterior probability model) included six variables and the second best model included all those variables, plus recovery month September. Most estimated $\beta_{j}$ s are consistent across the top models, suggesting the effect of a variable was relatively uninfluenced by the presence of other variables in the models.

The best model (Model 1 in Fig. 5) for the fit with GDD hypothesis 2 is summarized in Table 1. From the best model, fish that were tagged and released from tagging sites Cheboygan and Alpena had longer net distance than fish released at other tagging sites. Lake whitefish with greater total length also tended to have greater net distance. Fish that were recovered in November consistently had shorter net distance than fish recovered in other months. In addition, shorter movement distance could be expected if the relative Diporeia density was higher near the spawning locations during the recovery year. The interaction term of month October and lake-average GDD resulted in shorter net distance when lake-average GDD was high.

### 3.3 Model diagnosis, simulation study, and comparison with tree-based methods

 Model diagnosis - There is no evidence for lack-of-fit of the top models under both GDD hypothesis cases. In particular the scatterplot of predicted and realized $\chi^{2}$ appear consistent with a $1: 1$ relationship (Fig. S1 in online Appendix C) and the Bayesian pvalues are much larger than 0.05 , indicating that the null hypothesis that the observed data follow the hypothesized model is not rejected. We also did a residual analysis for the top model of both GDD hypothesis cases, and plotted averaged standard residuals for the MCMC samples associated with those top models versus selected (including both continuous variables and two way combinations of categorical predictors). We did not observe any suspicious patterns from the plot given: 1) all residuals are nearly symmetricabout zero, majority within ( $-3,3$ ), according to the 3 -sigma rule, 2 ) there were no obvious trends in variation or mean across different values of the predictors.

Simulation study- In general, our BVS method had consistent performance at identifying important variables, and in identifying an appropriate model under scenarios with varying combinations of candidate variables (see online Appendix D). Effects of interactions, and of continuous and categorical variables were all likely to be selected when they actually had effects, and not to be selected when they did not have effects on the response variable. Across all scenarios, the true model was very likely to be included in the top two models (i.e., probability $>=0.9$ ), and most likely to be our top model (i.e., probability $>=0.74$ ).

Comparison with tree-based methods- The top variables from both tree-based methods in Figure S3 (online Appendix E) are consistent with Bayesian variable selection (BVS) results, although there were several exceptions. The first exception was for the GDD hypothesis 1 case, where GDD_Diff was not selected as important variable by BVS, but was selected as top variables by both boosted regression tree and random forest approaches. We believe that this is due to several high-leverage GDD_Diff observations (Fig. S4 in online Appendix E), which the regression tree methods see as nonlinear effects. A second exception, also for the GDD hypothesis 1 case, was that fish length had a high inclusion probability ( 0.78 with BVS) and was also a top variable for boosted regression trees but was not included in the top list for the random forests approach. A third exception was that the rank of the variable September was lower for the tree-based approaches than for BVS, and this was true for both GDD hypotheses, albeit the three approaches rank variable importance in different ways (probability of inclusion for BVS, see X axis of Fig. S3 and Fig. S5 for tree-based methods).

## 4. Discussion

The goal of this study was to develop a model framework for analysis of how factors impact net fish movement distance in a larger water body, based on conventional tagrecovery results, and apply the framework to lake whitefish spawning stocks in Lake Huron of the Laurentian Great Lakes of North America. Our framework used a datadriven Bayesian variable selection (BVS) method, where the candidate variables represented hypothesis about drivers of net movement distance. The hypotheses we evaluated were that the net movement distance of adult lake whitefish in the main basin of Lake Huron was related to 1) fish total length, 2) sex, 3) tag and release year, 4) recovery year, 5) recovery month, 6) year(s) between tagging and recovery, 7) Diporeia spp. density near the spawning locations relative to the lake-wide Diporeia spp. density, 8) relative difference between the tagging site and lake-wide growing degree days, and 9) the interaction term between lake-wide growing degree days and recovery month. Some of the above hypotheses were well supported by the results presented.

There was a consistent positive relationship between lake whitefish net movement distance and fish total length at the time of tagging. This is consistent with conclusions from previous studies of stream-dwelling fish, in which longer movement and home range was observed for larger fish (Gatz and Adams, 1994; Gunning and Shoop, 1963). This greater movement may be due to the increasing mass-specific bioenergetic costs of mobility with decreasing body size (Roff, 1991). Minns (1995) also found that the home range is related to body size in freshwater fisheries and is consistently larger in lakes than in rivers.

Because of the spawning site fidelity of lake whitefish, recovery months were expected to have effects on net movement distance. Ebener et al. (2010b), analyzing some of the same data but focused on different spatial and temporal scales with fewer predictor variables, also demonstrated that season of recapture played an important role in the distance moved by lake whitefish. Here, net movement distance was found to be negatively related to recovery months September, October and November, and positively related to December. This suggested that the spawning migration movement for lake whitefish generally occurred within months from September to November, and after that, fish tended to leave their spawning site and were actually further from the spawning location than in the baseline month of June.

Past research has documented that some life history events such as reproduction can be accelerated with warmer water temperature (Forseth et al., 1999). For example, the spawning of walleye has occurred earlier with earlier ice-out related to warmer temperature (Schneider et al., 2010). We found similar patterns in our study. When lake average GDD was higher, lake whitefish tended to move or stay closer to their spawning sites from September to November, and to be further away from their spawning sites in December. This suggests that fish may start their annual spawning migration runs earlier in warmer years after acquiring and processing energy needed for spawning. The underlying mechanism could be that fish have to either achieve a critical condition before the cost of migration/spawning can be offset (Forseth et al., 1999), or to accumulate enough energy to survive a winter starvation period before spawning.

Although the decline of Diporeia spp. density in the Laurentian Great Lakes due to the establishment of dreissenid mussels has been argued as the main reason of lake whitefish expanding their movement range (Ebener et al., 2010b; Rennie et al., 2012), we know of no other direct evaluation of an effect of Diporeia density on movement. Our study evaluated this hypothesis by including relative Diporeia spp. density as a predictor for lake whitefish net movement distance, and we found that when relative Diporeia spp. density was high near the spawning grounds, lake whitefish tended to stay closer to their spawning site. This implied that fish might expand their foraging area when Diporeia density was low near their preferred habitat. Our analysis also found an effect of the relative density of Diporeia within a year, which suggests a pattern related to the density of this prey, not just a general change in movement over time throughout the lake as Diporeia declined.

Lake whitefish tagged and released from the tagging sites Cheboygan and Alpena had consistently greater net distance than those released from other areas. The underlying reasons may be relate to the bathymetry and shoreline features of Lake Huron. Deep water ( $>80 \mathrm{~m}$ ) near Cheboygan and Alpena may restrict the movement of Cheboygan and Alpena spawning stocks to north-south direction where there is a large area with relative shallow water. In contrast, the spawning stocks in Detour and Burnt Inlands may be constrained from moving south by the deep water in north of the main basin of Lake Huron, so that they tended to move in the east-west direction. Considering the shape of Lake Huron and the locations of those spawning stocks, movement in the north-south direction allows longer movement distance than in the east-west direction.

There was similarity but also some differences in variable selection between our Bayesian variable selection and tree-based methods. One notable difference between treebased methods and the Bayesian method is in the inclusion of GDD difference in GDD
hypothesis 1 case for the tree-based methods but not by BVS. The overall neutral effect and low importance for the BVS was apparently because a few high-leverage points were treated as noise. By recursively partitioning the data according to different ranges of predictors, the tree-based methods are less sensitive to those points. However, such localized results based on small samples can hardly provide any general predictability. Rätsch et al. (2001) also found that overfitting can occur for regression tree-based methods using a boosting algorithm when there is a lot of noise.

Our BVS method can be used for various different species and any water system meeting our input requirements. For conventional tagging studies done in large lakes (e.g., Lake Huron as in our case) or oceans, shortest water distance can be used as response variable; while for a tagging study done in a river, a river network needs to be built /considered for calculating (net) movement distance. Given that our Bayesian variable selection method penalizes the number of selected variables, it has the potential to perform well for other cases with more candidate explanatory variables than we used in our application. In addition, the approach is adaptable to situations where residuals might be correlated. We assumed no such correlations given the spatial distribution of tagging sites and inclusion of spatial covariates (e.g., tagging sites), but in other situations there could be spatial structure that should be accounted for in random part of the model. In such cases correlations could be made a function of a measured quantity like distance between tagging sites, and our code and detailed description of the model in the supplement outlines how this can be done. In addition, our Bayesian method also allows extra flexibility such as including: (1) random effects to cope with grouping variables with a large number of outcomes, which can greatly improve the prediction by better explaining the variability; (2) prior information for the effects of variables with flexible choices that can be leveraged from a broad catalog in the Bayesian variable selection literature. Thus we believe our work established a framework that could facilitate additional studies of animal movement based on conventional tagging data.

We made several simplifying assumptions and choices in our analysis. Firstly, we assumed $100 \%$ spawning site fidelity, so for the environmental factors Diporeia spp. density and GDDs, only data for the year of recovery were used. While fidelity is likely not $100 \%$, available data suggest it is quite high for lake whitefish (Ebener et al., 2010b). Secondly, the $T_{0}$ used for the calculation of cumulative GDD is $5^{\circ} \mathrm{C}$ (Rennie et al., 2009), but it is possible that this is not the best threshold or that fish are responding to temperature in a different or more complex fashion than we assumed. We believe that violation of the $100 \%$ fidelity assumption and the GDD assumptions would act to obscure effects of Diporeia and tagging site rather than cause us to discover artefactual effects. Thirdly, we assumed similar tag reporting rates across all recovery basins, so data were not weighted across different recovery basins. Violation of this assumption could be influencing details of our results. However, we suspect the larger qualitative effects are real rather than artifacts of such a violation. If there were dominating differences in tag reporting rates among basin, we would have expected that to be reflected in consistent tagging site effects for sites within basins, which we did not see in our results.
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## Appendix A. Calculation of shortest water distance and GDD

Calculation of shortest water distance and GDD can be found in the online version, at XXX.

Appendix B. Model implementation
Model implementation can be found in the online version, at XXX.
Appendix C. Model diagnostics
Model diagnostics can be found in the online version, at XXX.
Appendix D. Simulation study
Simulation study methods and results can be found in the online version, at XXX.
Appendix E. Comparison with two tree-based methods
Two tree-based methods and their results can be found in the online version, at XXX. Appendix F. Codes for Bayesian variable selection, and tree based methods
Code for Bayesian variable selection and tree-based methods can be found online, at https://doi.org/10.6084/m9.figshare.5177206.
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Table 1. Summary of candidate variables/terms and their interpretation and relationship to hypotheses. A. For continuous variables, "Hypothesis" (first column) states our a priori hypothesis associated with the variable, and the second column indicates sign of associated coefficient that would support that hypothesis. B. Similarly for interaction terms, but here a single hypothesis (our GDD Hypothesis 2) is associated with all interaction terms, and the second column describes the interpretation of coefficients and the pattern in their sign that would support the hypothesis. C. For categorical (dummy) variables we did not have explicit a priori hypothesis for the sign of coefficients but did hypothesize that these factors could influence net distance. For these variables one level of a factor is the baseline with coefficient fixed at zero, and this level (category) is given in the first column and interpretation of the sign of other coefficients in the second column. For A through C, " X " in the "GDD H1" column indicates that the variable was a candidate variable/term in our variable selection process for the GDD Hypothesi1 1 Case, and the GDD H2 column likewise indicates if the variable/term was a candidate variable for the GDD Hypothesis 2 Case. The last row summarizes the total number of candidate variables for each GDD hypothesis.

Table 2. Posterior mean and 95\% credible intervals for parameters of the highest posterior probability model.

Fig. 1. Map of the study area (Lake Huron) and seven tag release (spawning) sites. Of total 1368 recoveries, 659 were from Detour, 300 from Cheboygan, 243 from Burnt Island, 42 from Saginaw Bay, 43 from Sarnia, 56 from Alpena, and 25 from Fishing Islands.

Fig. 2. Posterior distributions for the number of selected variables (i.e., $q-1$ ). The x -axis starts at 5 because all models selected at least five variables.

Fig. 3. Variable-wise summary results (posterior mean with $95 \%$ credible intervals) of the effect of variables (the $\beta_{j}$ ), with variables named on y -axis for the case with GDD hypothesis 1 . Bars are highlighted by red color when the $95 \%$ credible interval does not cover 0 , which is defined as a consistent effect. The number above each bar is the marginal inclusion probability.

Fig. 4. Variable-wise summary results (posterior mean with $95 \%$ credible interval of the effect $\beta_{j}$ for the jth variable, as indicated in y-axis) for the case with GDD hypothesis 2. Bars are highlighted by red color when the $95 \%$ credible interval does not cover 0 , which was defined as a consistent effect. The number above each bar is the marginal inclusion probability.

Fig. 5. Model-wise summary for top 12 models ranked according to their posterior probability mass, for the case of GDD hypothesis 2 . Variables that were included in the top 12 models are given on the y-axis. Horizontal bar represents posterior $95 \%$ credible intervals and symbols on each bar the posterior mean for each coefficient included in a model, with the associated model given to the left of the bar. Thus when more bars are given for a variable it was included in more models.

| A. Continuous Variables |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Variable | Hypothesis | If support, sign of covariate | GDD | GDD |
| Name |  |  | H1 | H2 |
| Length | Greater total length, fish range further from tagging site. | >0 | X | X |
| years_lag | Longer lag between tagging and recovery year, recoveries tend to be further from tagging site. | $>0$ | X | X |
| Diporeia | Higher relative Diporeia spp. density near the tagging site, fish stay closer to their tagging site. | $<0$ | X | X |
| GDD_Diff | Greater GDD at the tagging location than the lake average, fish stay closer to their tagging site. | $<0$ | X |  |
| B. Interaction Terms |  |  |  |  |
| Names | Hypothesis | Sign of coefficient | $\begin{aligned} & \text { GDD } \\ & \text { H1 } \end{aligned}$ | $\begin{aligned} & \text { GDD } \\ & \text { H2 } \end{aligned}$ |
| Sep $\times$ $\mathrm{GDD}_{\text {lake }}$ Oct $\times$ $\mathrm{GDD}_{\text {lake }}$ Nov× $\mathrm{GDD}_{\text {lake }}$ Dec× $\mathrm{GDD}_{\text {lake }}$ | In years when lake average GDD is higher there is a shift in spawning timing. This is reflected in shorter net distances in one or more adjacent spawning months, and longer net distances in later months. | If $<0$, fish are closer to tagging site with higher $\mathrm{GDD}_{\text {lake }}$ during that month, and if >0 further away. Support for hypothesis would be $>0$ coefficient for one or more adjacent months of Sep - Nov, and <0 coefficient for later months. |  | X |
| C. Categorical (Dummy) Variables |  |  |  |  |
| Variable Names | Baseline category (effect was 0) | Interpretation of coefficient | $\begin{aligned} & \text { GDD } \\ & \text { H1 } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { GDD } \\ & \mathrm{H} 2 \end{aligned}$ |
| tag_site: Cheboygan tag_site: Burnt_Island tag_site: Alpena tag_site: Sarnia | Fish tagged and released from Detour (Figure 1) | If $>0$, larger net distance than baseline; if $<0$, shorter net distance than baseline | X | X |



| Variable | Mean | Lower | Upper |
| :--- | ---: | ---: | ---: |
| Rec_M:11 | -0.49 | -0.63 | -0.35 |
| Oct $\times \mathrm{GDD}_{\text {lake }}$ | -0.45 | -0.58 | -0.32 |
| Diporeia | -0.17 | -0.22 | -0.12 |
| length | 0.09 | 0.05 | 0.14 |
| tag_site: Cheboygan | 0.69 | 0.57 | 0.80 |
| tag_site: Alpena | 1.04 | 0.78 | 1.30 |
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